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ABSTRACT 
The structures of speech menus and their influence on 
information retrieval time are modeled by ordered trees 
with weighted edges and a characterization of the optimal 
speech menus is presented. This characterization enables 
efficient construction of optimal menu trees. The 
optimization strategy is to minimize total retrieval time of 
the whole menus. We show that asymmetrical structures 
are typical for speech menus. Results of an experiment 
demonstrating the efficiency of the menu optimization are 
presented as well. 
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1. Introduction 
 

For speech menus, i.e. the menus for which the 
menu items are presented solely in speech form, the time 
factor increases its meaning. The user is forced to hear the 
menu items in a linear order, obtaining the information 
substantially more slowly in comparison to visual scanning. 
The decision-making time is mostly negligible in 
comparison to the time taken to pronounce the 
corresponding menu item. The structure of menus 
substantially influences the time in which the user retrieves 
the requested information. In many cases the menus are 
quite large which can be a serious obstacle to the 
intelligibility of the system when directly converted to into 
the speech telephone and dialogue system standard 
VoiceXML [1,2,3].  

In this paper we use mathematical formalisms of 
ordered trees with weighted edges for modeling speech 
menus and propose a method for modifying large menus by 
restructuring them in an optimal way. We present a 
criterion of optimality of speech menu trees and a 
characterization of optimal menu trees that enables an easy 
restructuring to the optimal form.  We also present an 

experiment showing the efficiency of restructuring the 
speech menus in the optimal way.  
 Some elementary notions of graph theory are 
employed in this paper, especially some terms related to 
ordered trees. They can be found, e.g., in [4].  

 
 
2. Modeling Optimality of Speech Menu Trees 
by Ordered Trees with Weighted Edges 
 
 Optimal structures of hypertext menus have been 
extensively studied, particularly in relation to graphic 
human-computer interfaces and web applications (see, e.g.    
[5-11]). Our analysis of speech menus differs in some 
essential aspects.  

First, the access to the items of the speech menus 
is linear; i.e., to get access to a menu item means that the 
user must hear all previous menu items. The time spent by 
getting the menu item information is decisive due the 
necessity to hear the speech form of the menu item. 
               Second, we analyze not only symmetrical 
structures of the menus, but allow the menu structures to 
have a general form.  In fact, we show that in our scenario 
special asymmetrical structures are optimal.  
               In what follows, we assume that the self-
terminating search strategy is used, that is, the search is 
ended when the target is encountered.  
              As a mathematical model of menu structure we use 
ordered trees with weighted edges. This model considers 
the leaves as menu items, and its structure describes the 
menu structure. We introduce a function E(x), which 
assigns a real number to any vertex of the tree T. This 
number expresses the time needed to get to the 
corresponding menu item.  
              Let w(x, y) denote the weight of the edge (x, y). 
Consider an ordered tree with weighted edges and let          
x ∈ V(T). Then E(x) denotes the evaluation of the vertex x 
which is defined recursively in the following way: 
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1. If x is the root of T, then E(x) = 0. 
2. If xi is i-th successor of the vertex x,  then                

E(xn) =E(x) + w(x, x1) + … w(x, xn). 
 
By n-th successor of x we mean the successor of x, which 
has n-th position between the successors of x with respect 
to the ordering of the ordered tree T. Let L(T) be the set of 
all leaves of the ordered tree T. The evaluation E(T) of the 
tree T is then defined by 
 

∑
∈

=
)(

)()(
TLx

xETE  

 
When divided by the number of leaves, E(T) expresses the 
mean access time for the menu corresponding to the tree T. 

To say what trees are in some sense optimal, we 
have to be able to compare them. This leads us to the 
necessity to slightly reduce the generality of the structures 
we are considering. This is due to fact that we cannot in 
reality always know the weights of the edges between 
internal vertices for all possibilities.  

Hence, we restrict ourselves to ordered trees with 
weighted leaves. An ordered tree with weighted leaves is an 
ordered tree with weighted edges, for which the weights of 
edges that connect internal vertices (i.e. the vertices that are 
not leaves) equal 1. Hence, only the edges that connect an 
internal vertex and a leaf can have different value. 
Therefore, we can take the weight of an edge, which 
connects a leaf as the weight of the leaf. In this sense we 
will speak about weights of leaves in what follows.  

An ordered tree T with weighted leaves is said to 
be E-minimal, if every ordered tree T1 with weighted leaves 
which has the same number of leaves and the same weights 
of leaves as the tree T satisfies E(T)  ≤   E(T1).  E-minimal 
trees correspond to optimal menus. 
 

 
 

Figure 1. An example of the evaluation of the leaves of an 
ordered tree with weighted edges. 

 
The exhaustive search for finding E-minimal trees would 
be complicated and for larger menus not feasible, as it has 
exponential algorithmic complexity. In order to determine 
E-minimal trees efficiently, the following characterization 

of E-minimal trees can be used, allowing us to substantially 
reduce the number of the trees that have to be evaluated.  

We will use the following notation. If T is an 
ordered tree with weighted edges, then LL(T)denotes the 
set of all leftmost leaves (for each level) of the tree T and 
LR(T)the set of all rightmost leaves (for each level) of T. 
w(x) denotes the weight of the leaf  x, i.e. w(x) = w(y, x), 
where y is the predecessor of x. λ(y) denotes the number of 
the leaves in the level to which the vertex y belongs. 

It is easy to see that the following assertion holds. 
 
Proposition 1: If T is an E-minimal tree, then all leaves in 
the same level must be ordered with respect to their weights 
starting from the minimal weight, i.e. if a leaf x precedes a 
leaf y, then w(x) ≤  w(y). 
 
We proceed with analysis of the optimal tree structures. 
 
Proposition 2:  Let  T  be  an  E-minimal  tree,  x ∈ LR(T) 
and  y ∈ LL(T). Then  
 
                       E(x) – E(y)  ≤  2 + w(x) +  c(y)                  (1) 
 
where   c(y) = (1 – w(y))(λ(y) – 1). 
 
Proof: Suppose that the condition (1) is violated, i.e., 
suppose that there exist x ∈ LR(T) and y ∈ LL(T) such  that  
  
                    E(x) – E(y)  > 2 +   w(x)  +  c(y)                   (2) 

 
Let z be the predecessor of x and v the predecessor of y. 
Further, let T1 be the ordered tree which is constructed from 
the tree T by removing the edge (z, x), renaming y to q and 
adding two new edges (q, y) and (q, x).  

When calculating E(T1) from E(T), removing (z, x) 
means to subtract E(x) from E(T), and adding  (q, y) and  
(q, x) means that we have to add (E(y) + 1) + (E(y) + 1 + 
w(x)), subtract the value E(y) in T and add the correction 
c(x). The correction c(x) corrects  the sum of the leaf 
evaluations in the level λ(y), because the edge (v, q) in T1, 
corresponding to the edge (v, y) in T, has the value 1, and 
the value (v, y) in T has the value w(y).  Hence,  
 
E(T1) = E(T)–E(x)+ (E(y)+1) + (E(y)+1+ w(x)) -E(y)+c(y)                  
=  E(T) –  E(x) + E(y) + 2 + w(x) + c(y)                          (3) 

 
However, from  (2) and  (3) we obtain immediately that            
E(T1) < E(T). Because T1 and T have the same number of 
leaves, we get that if the condition (1) is violated, T is not 
E-minimal.  
 
Corollary 1: In an E-minimal ordered tree for which all 
leaves have the weight 1, each vertex may have maximally 
4 successors that are leaves.  
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Excluding the trees that do not satisfy this condition 
substantially reduces the amount of trees that may be 
considered to be E-minimal.  
 
Proposition 3:  Let T be an E-minimal ordered tree with 
weighted edges, x ∈ V(T) - L(T),  y ∈ LL(T)and w(y) ≤  1. 
Then  

                  E(x)  ≤   E(y) +  c(y)                          (4) 
 

where c(y) = (1 – w(y))(λ(y) –1). 
 
Proof: Let the condition (4) be violated, i.e., suppose that 
there is x ∈ V(T) - L(T) and y ∈ LL(T) such that         
E(x)  >   E(y) +  c(y).  

   
Modification of a menu structure can be 

performed by adding some inner menu items describing 
groups of original menu items. This can be done either 
manually when building a speech dialogue systems or a 
speech hypertext system, or, for some simple cases, in an 
automated way, by analyzing the original menu items.  The 
semantic analysis based on Wordnet structures [12,13] and 
Semantic Web approach [14] may be utilized.  

Let T1 be the subtree of the ordered tree with 
weighted edges T generated by the vertex x. This subtree 
consists of the vertex x, being the root of the subtree, and of 
all vertices that are on a directed path from x.  

Further, let T2 be the ordered tree which is 
constructed from the tree T by interchanging the vertices x 
and y. It is easy to see, that E(T2) < E(T), whereby the 
number of leaves of T and T2 is the same. As in the proof of 
the previous proposition, the correction c(y) corrects the 
evaluations of the leaves in the level λ(y) of the constructed 
tree T2. Hence, if the condition (4) is violated, T is not      
E-minimal.  
 
Corollary 2: Let T be an E-minimal ordered tree with 
weighted leaves for which all leaves have the weight 1,       
and x ∈ V(T) - L(T),  y ∈ LL(T) Then E(x)  ≤   E(y). 
 
Proposition 4: Let T be an E-minimal ordered tree with 
weighted leaves and  x, y ∈ LR(T). Then 
 
                             E(x) – E(y)  ≤  w(x).                             (5) 
 
Proof: Let the condition (5) be violated, i.e., suppose that 
there are x, y ∈ LR(T)such that 
  

               E(x) – E(y)  > w(x).                              (6) 
 
Let z be the predecessor of x and w the predecessor of y. 
Further, let T1 be the ordered tree which is constructed from 
the tree T by removing the edge (z, x) and adding a new 
edge (w, q) as the rightmost successor of the edge w. When 
calculating E(T1) from E(T), removing (z, x) means that we 
have to subtract E(x) from E(T) and adding  (w, q) means 
that we have to add E(y) + w(x). Hence,  
 
 
               
              E(T1) = E(T) – E(x) + E(y) + w(x)                     (7)  
 

From (6) and (7) we get immediately that    E(T1) < E(T). It 
means, that if the condition 1 is violated, T is not               
E-minimal.  
 
Corollary 3: Let T be an E-minimal ordered tree with 
weighted leaves for which all leaves have the weight 1       
and   x, y ∈ LR(T). Then E(x) – E(y)  ≤ 1 . 
 
The presented characterization of E-minimal trees enables a 
more efficient computation of E-minimal menus for a given 
number of leaves.  

 
  
3. Experimental Evaluation 
 
To verify the theoretical approach, we have performed a 
simple experiment which tested the assumption that the 
mean access time for menu items is approximately 
proportional to the function E(T). Two menus were 
compared; a linear menu consisting of the root vertex and 
sixteen leaves (E(T) = 136), and its optimal variant plotted 
in Fig. 2 (E(T) =66). For both ordered trees that correspond 
to the menus all the weights of the leaves equal 1. 

A total of 10 people participated in the 
experiment. The participants’ age ranged form 19 to 58 
(mean=32.4). To measure the time, the real time returned 
by Unix command time was utilized. VoiceXML platform 
OptimTalk [15] was used for testing.  

 
 

 
 

Figure  2. The optimized menu used in the experiment 
 
The achieved mean access time for the linear menu was 
8.86 seconds with standard deviation 4.83 seconds, for the 
optimized menu 5.72 seconds with standard deviation 1.15 
seconds. Fig. 3 shows the mean access time for individual 
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items of both menus.  The ratio between the mean access 
time for the optimized and linear menu was 0.65. The 
expected value is 0.49.  

The difference between the theoretical and 
measured values is caused by several reasons; some 
nonlinear delays caused by OptimTalk interpreter, different 
reaction times of the users, computer overall load and 
inaccuracy in the measurement. Even though the 
experiment shows that the practical results correspond to 
the theoretical expectations only approximately, it also 
demonstrates the efficiency of restructuring the menu into 
optimal form.  
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Figure 3. Comparison of mean access time values for 

individual menu items 
 
 
4. Conclusion 
 
In the paper, we have shown that optimization of speech 
menus substantially reduces the access time. An interesting 
open issue, related to the problem of HTML to VoiceXML 
conversion, is an (semi)automatic modification of menu 
structures. Another interesting open problem is to find a 
full characterization of E-optimal tree structures. Also, 
more detailed experimental work is another important goal 
for future research. 
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