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ABSTRACT

In this study, we introduce a camera-based pointer. A
camera-based pointer is a pointer system where a user uses
a camera to point at a spot on a screen instead of a laser
pointer. In the system, the spot on the screen is located by
visual feedback. That is, a cone image is projected on the
screen and then it is taken by the camera to send back to the
system. Using the visual feedback, the system moves the
cone image towards the spot, so that the system will find
the center of the cone image right in front of the camera in
several iterations. Thereby this system does not require any
homographies between the screen and the camera coordi-
nates systems to be made in advance. In addition, a cone
image is scaled in a liner gradient so that it is robust for
blurring caused by an out-of-focused camera. This robust-
ness enables a user to move around in front of the screen
while pointing the camera on it. Finally we demonstrate
Ping pong that works with two camera-based pointers in or-
der to show that a camera-based pointer technique is prac-
tical.
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1. Introduction

Human computer interaction (HCI)[1] is becoming more
important in helping people interact with computers more
intuitively and implicitly. Augmented reality or AR[1] has
recently been studied in order to enhance HCI. AR enables
users to see the real world with an overlay of additional
information. Users wear see-through head-worn-displays,
and their position and orientation are monitored by tracking
techniques. As a result they see the overlaid information
through the displays as if it was attached to the real world.

There have been various AR systems reported [2, 3,
4]. For example, Hollerer, T. et al.[3] built an experimen-
tal mobile AR system that helps a user orient him/herself
in an unfamiliar environment. He/she sees the real world
in miniature and route arrows overlaid on it, which points
to the way to a location that he/she has requested. Reki-
moto, J.[4] introduced an idea of augmented interaction. It
assists and enhances interactions between a user and the
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real world. In the system, 2D barcodes are attached to the
real objects such as doors, books, shelves, name cards etc.
Then he/she acquires additional information about the real
objects by looking directly at them.

Stereoscopic displays such as see-through head-worn
displays are useful for 3D representations. They cause,
however, perceptual errors due to conflict between accom-
modation and vergence in the visual system[5]. Compared
with stereoscopic displays, monoscopic displays such as
projector-based displays do not cause this problem and are
also useful for 2D representations. Fjeld, M. et al.[6] built a
planning tool that enables users to cooperate in a virtual en-
vironment for planning real objects such as rooms, schools,
factories etc. Beardsley, P. et al.[7] built a handheld-
projector that enables a user to create an opportunistic dis-
play on any nearby surfaces.

For monoscopic displays, projector-camera systems
have been studied most [8, 9, 10, 11, 12, 13]. Bimber, O.
et al.[8], for example, built a system for view-dependent
stereoscopic visualization on geometrically complex ordi-
nary surface using gray-code. Wallance, G. et al.[9] built a
system that enables arbitrary tiled displays to be aligned
automatically using structured patterns. Thus projector-
camera systems are usually used for calibration.

Along with those calibration techniques, interaction
techniques such as pointing, selecting, clicking using a
laser pointer have been dominant as well in the field. Laser
pointer interaction is an interface that enables a user to
point at a spot on the screen by a laser pointer. Olsen,
D.R. et al.[14] built a prototype that enables a user using a
laser pointer to interact with the information on a projected
screen. Matveyev, S. et al.[15] introduced multiple pointer
interaction. In their system, a user can split the laser beam
into three, so that the correlation between the three laser
spots on the screen can be employed for interaction. Oh,
J. et al.[16] built a collaborative environment where users
can use laser pointers to interact with the information on a
screen simultaneously.

In those systems, it is a common way that the spot on
a screen, which has been pointed by a laser pointer, is cap-
tured by a camera and then the pixel on the camera image
is mapped to the corresponding point in the screen coordi-
nates system. This way requires the camera to be precisely
focused on the screen, and the homographies between the
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camera and the screen to be made up in advance. In this
study, we take an approach to a system that does not rely on
focused cameras and homographies. The basic idea comes
from the robustness of an image scaled in a liner gradi-
ent for blurring and the deepest descent method with visual
feedback. This paper shows that they compensate well for
out-of-focused cameras and no homographies. In our sys-
tem called a camera-based pointer, a user uses a camera in-
stead of a laser pointer. A projector projects a gray-scaled
cone image to a screen and then the camera captures the
image on the screen. The system calculates the gradient
at the pixel in the center of the image and then moves the
cone image in the descending direction so that the top of
the cone image moves gradually to the spot where the cam-
era has been pointed. This way needs several iterations to
locate the spot on the screen. At this point, we present Ping
pong that works with two camera-based pointers in order
to show that a camera-based pointer technique is practical.

In Section 2, we introduce the deepest descent method
with the visual feedback of a cone image and how it works
for a camera-based pointer. In Section 3, we specify the
design of two camera-based pointers and then we describe
the performance and the pros&cons in Section 4 and 5. In
Section 6, we present Ping pong game that works with two
camera-based pointers to show that a camera-based pointer
technique is practical. Finally we give the concluding re-
marks in Section 7.

2. Deepest descent with visual feedback

A projector projects the gray-scaled cone image shown in
Fig. 1. The pixel value at the top is 255 and the value of the
base is 0. A part of the cone image is captured by a camera
and then the cone image is moved and also resized in order
to meet the two objectives below.

1. The image taken by the camera (the camera image) is
totally covered by the cone image. This objective is to
prevent the camera from being out of the cone image
even if it is away from the screen.

2. The cone image is captured in the center of the camera
image. This objective is to find out where the camera
looks on the screen.

The projector projects the cone image again and then this
visual feedback process is iterated to complete the objec-
tives.

There are two coordinates systems. One is a screen
coordinates system and the other is a camera coordinates
system. In the screen coordinates system, there is the
cone image stuck on the plane that is supposed to be pro-
jected. The side length of the cone image and the position
of the center of the cone image in the coordinates system
are represented by cone_len and (cone_x, cone_y), respec-
tively. In the camera coordinates system, there is the cam-
era image itself. The size of the camera image and the
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Figure 1. A gray-scaled cone image

position of the center of the camera image in the coordi-
nates system are represented by cam_w and cam_h, and
(cam_z, cam_y), respectively.

For the first objective, the magnitude of the gradient
of color at the pixel in the center of the camera image is
used. First, the target of the magnitude is defined in ad-
vance. This target is referred to when the cone image is

resized.
255

dtrgt = ————
grac-trg cam_w/2.0

(1)
Equation(1l) represents the magnitude of the gradient of
color between the center and the side of the camera image
after the cone image is stretched over the camera image.
The current gradient (grad_z, grad_y) of color at the pixel
in the center is given as follows.

(grad_z,grady) = (Of.(cam_z,cam_y)/0z,

2

, where function f.(z,y) represents the value at the given
pixel in the camera image. In this case, the center of the
camera image could come to the top of the cone. If so, the
gradient will not be de[ned. This is described later. Then
the side length of the cone image is rescaled up/down as
follows.

Of.(cam_x,cam_y)/0y)

o (grad_x, grad_y)||

cone_len x={'

3
grad_trgt )

, where symbol ||(z,y)|| represents the magnitude of
(z,y). In Equation(3), VA is applied in order to prevent the
size of the cone image from jittering. In our system, n is
set to 4. When the current magnitude is less than the target,
that is the side length of the cone image appears longer than
the width of the camera image, the side length of the cone
image will be shorten, while it will be stretched when the
current magnitude is greater than the target, that is the side
length of the cone image appears less than the width of the
camera image. Finally the side length of the cone image
will appear almost same as the width of the camera image
when the current magnitude becomes close to the target.
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Figure 2. A schematic diagram of two camera-based pointers.

For the second objective, the direction of the gradient
of color at the pixel in the center of the camera image is
used. The cone image is moved as follows.

(cone_z,cone_y) —= a * (grad_z, grad_y)

4
I(grad_z, grad_y)||
, where variable a is a parameter of how much the cone
image moves once and the variable also needs to depend
on the size of the cone image to prevent it from jumping
out of the camera image.

cone_len

4=— 5
; ®)
For the parameter a, a condition to stop moving the cone
image is necessarily required in order to prevent it from
jittering.

if (fe(cam_z, cam_y) < 255 % (b—1)/b)
allow moving;

else stop moving; (6)
In our system, b is set to 4.

As mentioned above, the center of the camera image
could come to the top of the cone. In that case, the gradient
is invalid. To avoid using invalid values, Equation(6) is
extended to

if (fe(cam_x, cam_y) < 255 % (b—1)/b)
do iterations;

else skip the iteration;.

(7

3. System design

Our system is of two camera-based pointers. The system
includes a projector, two web cameras, and three comput-
ers. The projector is a Hewlett-Packard Digital Projector
HP mp2210 (1024x768 in resolution) and the web cam-
eras are Logicool Qcam QVX-13Ns (320x240 in resolu-
tion, 30fps in max). The computers have 3GHz processors
and they are also equipped with NVIDIA GeForce 7900
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GSs. All the computers are networked by 100Mbps Eth-
ernet with TCP/IP protocol. The cameras are hooked up
to two of the computers with USB2.0 and the projector is
connected to the third computer.

Figure 2 shows the schematic diagram of the system.
It includes three software modules that run on the three
computers. The software modules are gradient sensor, cone
image manager, and application. They are summarized be-
low.

3.1 A projector

The projector projects two cone images to a screen. These
cone images have been resized and moved due to the sig-
nals sent from the cameras as mentioned in Section 2. The
projector also projects the output of an application in our
system. To register those three separately on the same
screen, different color channels are adopted. The blue and
the green channels are used for the two cone images and
the red channel is used for the output of the application.

3.2 Cameras

A camera captures a cone image on the screen in order to
report back. A user holds the camera and points it at a
spot on the screen. For the iterations of the deepest descent
method with visual feedback, as mentioned in Section 2,
the cone image gradually moves in the center of the cam-
era and then the camera performs a laser pointer. A laser
pointer allows a user to point on the screen in the distance
so he/she should be allowed to do it by the camera as well.
This however causes the camera to be out-of-focused eas-
ily. The cone image is scaled in a linear gradient, so that
it is robust for blurring. The almost identical cone image
will be sent to the next module even if the camera is out of
focused.

3.3 Gradient sensors

A gradient sensor receives an image from the camera and
calculates the gradient at the pixel in the center of the im-



age, and then sends it to the next module. The gradient sen-
sor also sends the value of the pixel to the next module. For
the gradient in x direction, the gradient sensor uses simple
equations to obtain it.

Ofc(cam_z,cam_y)/0x

_ {(Z+d—zo)/d
(z0—2-q)/d
z0 = fe(cam_x, cam_y)

if |2+da—20| > |z0—2-dl
else ®)

24q = fe(cam_x + d, cam_y)

It holds similarly for the gradient in y direction. In
our system, d is set to 20 pixels.

3.4 A cone image manager

A cone image manager receives data of the gradients and
the values from the gradient sensors, and changes the size
of the cone images and the positions of them as mentioned
in Section 2. Then the cone image manager sends the posi-
tions of the cone images to an application as the coordinates
that represent spots on the screen. The cone images are also
projected again to the screen for the next feedback.

A sequence of the positions of the cone image tracks
the spot on the screen, where the camera has been pointed
at. In practical, the track could be a series of zigzags due
to pixel noise, hand jitters, etc. To reduce the effect of
zigzags, a concept of the tracking menus of Fitzmaurice
et al.[17] works effectively. In our system, a circular cursor
is used. A circular cursor is a circle whose center is sent to
the application as the coordinates. The center of the cone
image zigzags within the circle. When the center of the
cone image goes out of the circle, the circle will move di-
rectly toward the center of the cone image so that the circle
catches the center of the cone image.

3.5 An application

An application receives the coordinates from the cone im-
age manager and also sends the output to the projector. It is
projected to the screen along with the cone images by the
projector but they appear in different color channels on the
screen as mentioned in 3.1.

4. Performance

All pieces of equipment in our system have intrinsic pro-
cessing delays and the network between them causes com-
munication delays. They are accumulated over a period of
the feedback process. The total of the delays decides the
interval of the feedback. The interval was experimentally
measured approximately 50 milliseconds in the system. It
equals 20 fps. The longest delay was caused by the camera.
It takes time to refresh images on the internal memory. It is
possible to be up to 30 fps but the camera will send back the
same image until the refreshment of images is completed.
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Thereby we put some delays to the feedback process on
purpose.

Our system uses three color channels, red, green, and
blue, to register three signals separately on the same screen.
It is possible to make the cone images invisible to users
by both of infrared techniques and polarization. Even if
so0, up to 2 cameras are allowed to be hooked up. For any
systems with multiple cameras of more than 2, we need to
take another approach to this.

5. Strengths and weaknesses

Our system does not require focused cameras and homo-
graphies so users just put a projector in front of a screen
and hold cameras then the system is ready to start. It does
not take time to setup the system. A user can point at a
spot on the screen just by manipulating his/her camera and
he/she is also allowed to move left and right, and back and
forth as he/she usually does with a laser pointer.

The visual feedback with a cone image is, however,
required to locate the spot where a user has pointed. The
region where he/she can point is limited within the area
illuminated by the projector. As we use a laser pointer, we
can point at a spot on the screen as well as the nearby wall.
It is convenient and natural to interact with both of them
in the same manner in terms of seamless interaction. In
our system, he/she needs to use his/her camera and laser
pointer to interact with both the screen and the wall.

As a simple application of our system, it allows a user
to manipulate a cursor on a screen in the distance, in prin-
ciple wherever the screen can be seen. This kind of appli-
cation is presented in the next section. For more complex
one, our system can be applied to a remote pointer. A user
can point at a remote object directly through the screen.
In general, to build that pointer, complex homographies
are required. Our system, however, makes it convenient
to build that pointer because our system works without any
homographies.

6. Ping pong

A camera-based pointer needs several iterations of visual
feedback to locate the spot where a user has pointed by a
camera. This section presents Ping pong that works with
two camera-based pointers in order to show that a camera-
based pointer technique is practical. Ping pong requires
two camera-based pointers to work correctly in order to
make the rackets function.

Figure 3 shows the setups of camera-based pointers
for Ping pong. A projector is placed on the desk at the bot-
tom and a screen can be seen in the background, and two
cameras are put on the table in the center. The projector and
two cameras are hooked up to each of three computers to
the left side. Three computers are not visible in this figure
The positions of the screen and the cameras are neither reg-
istered nor tracked, and any fiducial points to indicate the
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Figure 3. Setups of camera-based pointers for Ping pong. A
projector is placed on the desk at the bottom and a screen
can be seen in the background. Two cameras are put on
the table in the center. The projector and two cameras are
hooked up to each of three computers to the left side. Three
computers are not visible in the figure.

screen are not stuck on the wall. At this point, any homo-
graphies are not used. It is time to enjoy Ping pong.

Figure 4 is a snap shot of Ping pong while two play-
ers compete. The field is projected on the wall. There are
two cone images on the field. One is the green cone im-
age and the other is the blue cone image. The green cone
image works for the left player and the blue one does for
the right player. The left player is not visible in this snap
shot while the left hand of the right player holding a camera
can be seen at the bottom. In the center of the cone image,
a vertically long bar can be seen. It represents a racket.
The racket tracks the center of the cone image so the player
moves his/her racket by manipulating his/her camera. A
solid circle represents a ping-pong ball. In this scene, the
right player just hits the ping-pong ball back.

The green cone image is a gray-scaled cone image in
the green channel and the blue one is another gray-scaled
cone image in the blue channel. The camera captures im-
ages in the specified channel so that the iterations of visual
feedback proceed. The rackets and the ball are drawn on
the same field in the red channel. They are registered sepa-
rately on the screen, so they are independent of each other
as they overlap.

7. Conclusion

We introduced a camera-based pointer. A camera-based
pointer is a pointer system where a user uses a camera to
point at a spot on a screen instead of a laser pointer. In
the system, the spot on a screen is located by the deepest
descent method with visual feedback. A cone image is pro-
jected on the screen and then it is reported back by the cam-
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Figure 4. A snap shot of the screen as two players com-
pete against each other in Ping pong that works with two
camera-based pointers. They manipulate their cameras to
control their own rackets represented by vertically long
bars. The racket tracks the center of the cone image. One is
on the left half and the other is on the right half. A solid red
circle represents a ping-pong ball. In this scene, the right
player just hits the ping-pong ball back to the left side.

era. This feedback moves the cone image towards the spot
where a user has pointed by a camera so that the system
will catch it in several iterations. Finally we demonstrated
Ping pong that worked with two camera-based pointers in
order to show that a camera-based pointer was practical.

For laser pointer interaction, it is a common way that
the spot on the screen, which has been pointed by a laser
pointer, is captured by a precisely focused camera and then
the pixel on the camera image is mapped into the corre-
sponding point in the screen coordinates system by the ho-
mographies between the camera and the screen coordinates
systems. This study took an approach to a system that
worked without focused cameras and homographies. The
deepest descent method with a cone image as the feedback
was employed to compensate for out-of-focused cameras
and no homographies.

In future work, we will look into the ways to interact
with both projector screens and everyday walls seamlessly
by a camera-based pointer.
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