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Abstract

In the spectrum allocation of cognitive radio (CR) network, the

problems of local optimum and premature convergence remain chal-

lenging. To further improve the efficiency of the spectrum allocation,

this paper proposes a novel method based on an improved quantum

genetic algorithm. This is an algorithm that is designed to dynami-

cally adjust the quantum rotation angle to speed up the convergence

rate. In particular, the variation threshold was introduced to the

mutation operation on chromosomes, establishing new interference

constraint rules in the process of spectrum allocation. The simula-

tion work was implemented for validation, and the results revealed

that the proposed methodology achieved better average benefits of

the CR network for a reasonable allocation of the spectrum.
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1. Introduction

In recent year, wireless network technologies have been
widely applied in the fields of industrial automation [1],
smart power grid [2], robots control [3], unmanned aerial
vehicle (UAV) infrastructure [4], etc. [5]. Although they
are characterized by impressive cost-effective energy con-
sumption, high flexibility, and strong expansibility, the
increased demand for wireless communication brought out
new problems, where the spectrum resource scarcity is
highlighted [6]. Mitola [7] creatively proposed the concept
of cognitive radio (CR) on the basis of software radio to
effectively solve the problems of scarce spectrum resource
and low spectrum. CR is powerful to detect the spec-
trum state in real time without affecting the primary users.
Particularly, it is quite helpful in redistributing the idle
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spectrum as needed by cognitive users to hit a higher ef-
fective rate. At present, the dynamic spectrum allocation
technology [8] in this regard has become one of the re-
search highlights as it works well in solving the problem of
spectrum scarcity in a way of better utilizing the spectrum
resource.

The constant transformation of spectrum information
makes it necessary to take care of the efficiency of allo-
cation algorithm. The current algorithms mainly involve
graph colouring, game theory, and auction bidding. Among
them, the graph-colouring theory proposed by Driouch
et al. [9] has been widely used for the spectrum alloca-
tion, but still it is facing some problems such as uneven
distribution and massive time overhead. Xiao et al. [10]
proposed an interference alignment algorithm based on the
game theory, which may eliminate the interference between
primary users and secondary users and the interference
among secondary users. Though this approach effectively
improves the transmission rate, it is likely to be trapped
in the local optimum. Sengupta et al. [11] proposed a
dynamic spectrum allocation algorithm based on a bidding
model, which availably increased the probability of success-
ful bidding for cognitive users, but this merit is offset by its
lower distribution efficiency and larger time overhead. The
intelligent optimization algorithm, as a current research
highlight, has been widely used in the spectrum allocation
of CR [12] [13]. A spectrum allocation algorithm based
on the genetic particle swarm is proposed [14] as it pre-
vents the algorithm from being premature by introducing
the particle swarm reconstruction mutation operator with
better performance in terms of network and convergence.
Nonetheless, being trapped in the local optimum is likely
to occur. In [15], a unique spectrum allocation algorithm
based on quantum genetic algorithm (QGA) is proposed.
This algorithm is doing better to obtain optimal solution
and convergence speed than the genetic algorithm (GA),
which cannot avoid falling into local optimization in the
iterative process. In [16], another concept is derived from
a QGA based on simulated annealing. As an operator, the
combination of simulated annealing algorithm and QGA
may overcome the precocity convergence problem easily
produced thereby and benefit from the two algorithms
complementing each other. In [17], the CR spectrum was
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allocated with the help of the improved QGA (IQGA). By
establishing an interference constraint matrix, the fairness
between cognitive users and the efficiency of the network
system were effectively enhanced.

To tackle the problem of slow convergence speed and
local optimum, this paper proposes a new kind of algorithm
that has incorporated the IQGA based on the colouring
spectrum allocation model of graph theory. The algorithm
not only effectively solves the problems that may be found
in the conventional QGAs, but also it improves the average
benefits of the network to achieve a reasonable allocation
of spectrum.

The rest of this paper is organized as follows: related
work is introduced in Section 1, and the spectrum alloca-
tion model is presented in Section 2. The spectrum alloca-
tion from the IQGA is described in Section 3. In Section 4,
IQGA convergence analysis is given. Modelling results
are discussed in Section 5 and this work is summarized in
Section 6.

2. Spectrum Allocation Model

Using the graph-colouring model, the spectrum allocation
problem [18] in this paper is presented by different matrices,
including spectrum matrix A, utility matrix B, interfer-
ence constraint matrix C, and interference-free allocation
matrix F . The number of cognitive users of the network
system in the paper is set as N , and that of authorized
users and channels as M . In practical application, the time
for cognitive wireless network to carry out spectrum alloca-
tion may be very short compared with the time of spectrum
environment change. It is assumed that users’ geographic
location and available spectrum resources are static, that
is matrices A, B, and C remain unchanged within one dis-
tribution cycle [15]. The specific definitions are as follows:
1. Available spectrum matrix A

A = {an,m ∈ {0, 1}}N×M (1)

where an,m =1 indicates that cognitive user n is al-
lowed to use channel m; and an,m =0 means that the
use of channel m is not allowed.

2. Interference constraint matrix C

C = {cn,k,m|cn,k,m ∈ {0, 1}}N×N×M (2)

It is a three-dimensional matrix. When channel m is
being used by cognitive users n and k at the same time,
and the channel is interfered, then cn,k,m =1; if there
is no interference in this case, then cn,k,m =0. When
n = k and cn,k,m =1− an,m, then the interference
constraint matrix C is only determined by the available
spectrum matrix A.

3. Utility matrix B

B = {bn,m|bn,m > 0}N×M (3)

bn,m = Wm log2

(
1 +

pn,mhn,m

n0

)
≥ bthn,m (4)

where B represents the throughput capacity obtained
when cognitive user n uses channel m. When bn,m =α,

it indicates the gain obtained by cognitive user n us-
ing the channel m is α; when bn,m =0, it indicates
that cognitive user n is not allowed to use channel
m. Where Wm is the bandwidth of channel m,pn,m
is the power used for transmission when user n occu-
pies channel m, so the power matrix is represented by
P , P = {pn,m|pn,m ∈ [0, pthn ]}, and∑M

m=1 pn,m ≤ pmax
n ,

hn,m is the fading of the channel when user n transmits
through channel m, hn,m = d−γ

n,t |hn,t|, where dn,t repre-
sents the physical distance between user n and termi-
nal node t. γ shows the path fading coefficient, hn,t is
the Rayleigh fading and represented by the zero-mean
Gaussian model, that is hn,t ∼CN(0, 1). bthn,m denotes
the minimum transmission rate required for user n.

4. Interference-free distribution matrix F

F = {fn,m|fn,m ∈ {0, 1}, fn,m ≤ an,m}N×M (5)

When fn,m =1, it indicates that channel m is assigned
to user n; otherwise, fn,m =0. The interference-free allo-
cation matrix F is required to satisfy the interference-free
restriction condition:

fn,m + fk,m ≤ 1, ifcn,k,m = 1,

∀0 < n, k < N, 0 < m < M (6)

By defining an interference-free allocation matrix,
the gain obtained by a single cognitive user n is de-
fined as rn =

∑M
m=1 fn,m · bn,m, aiming to guarantee the

transmission quality of users. Let rn ≥ rthn , then the
gains of all cognitive users form a matrix R= {rn =∑M

m=1 fn,m · bn,m}N×1. If all interference-free spectrum
allocation sets are defined as Λ(A,C)N×M and the paper
may use the average network efficiency U(R) as an objec-
tive function, it can be expressed by the following formula:

U(R) =
1

N

N∑
n=1

M∑
m=1

fn,m · bn,m (7)

At the same time, the time overhead indicator was
also introduced to evaluate the spectrum allocation perfor-
mance to further verify the performance of the proposed
algorithm. By defining t as the time cost for each cycle,
the total time overhead of the algorithm was equal to the
number of cycles multiplied by t. The number of cycles was
equal to the matrix norm ‖A‖m1 of the matrix F . Here T
is the total time overhead of the algorithm.⎧⎪⎨

⎪⎩
LOOP = ‖F‖m1 =

N∑
n=1

M∑
m=1

fn,m

T = t× LOOP

(8)

Therefore, the spectrum allocation problem in this
work was described as the following optimization problem:

(F ∗, P ∗) = arg
F∈Λ(A,C)

maxU(R)

T ∗ = minT

s.t

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

A = {an,m ∈ {0, 1}}N×M

C = {cn,k,m|cn,k,m ∈ {0, 1}}N×N×M

F = {fn,m|fn,m ∈ {0, 1}, fn,m ≤ an,m}N×M∑M
m=1 pn,m ≤ pmax

n , rn ≥ rthn

(9)
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3. Spectrum Allocation of the Improved Quantum
Genetic Algorithm

Currently, the QGA works better than the classical GA
[19] in terms of the distribution effect on the spectrum
allocation, yet still facing problems in terms of premature
convergence and being trapped in the local optimum [20].
Therefore, it is an urgent need to explore some sort of
global optimization algorithm with more ergodic proper-
ties. Improvements from the following aspects are mainly
focused in the paper. First, the quantum rotation angle is
adjusted dynamically to speed up the convergence of the
algorithm. Then, the variation threshold is set to measure
the chromosomal variation, making it possible that new in-
terference constraint rules are established in the spectrum
allocation process.

3.1 Chromosome Initialization

For most of the conventional QGAs, a fixed coding system
may be taken to initialize the chromosomes, leaving the
population obtained to be too single. For this reason, this
work introduced the chaos optimization algorithm for the
population initialization, which shows better property than
the random search and is more capable of finding out the
locally optimal solution [18].

3.2 Chromosomal Measurement

The chromosomes of the population Q(g) were measured
to obtain a set of states V (g)= {vg1 , vg2 , . . . , vgs}. The qubit
of each chromosome was changed from the superposition
states of |0> and |1> to the binary solutions correspond-
ing to the objective function. The value of j in vgi was
determined by αg

ij (j = 1, 2, . . . , l) of qgi , with the specific
formula as follows [21]:

vgij =

⎧⎪⎨
⎪⎩

0,
∣∣αg

ij

∣∣2 > rand(0, 1)

1,
∣∣αg

ij

∣∣2 ≤ rand(0, 1)

(10)

3.3 Dynamic Adjustment of the QuantumRotation
Angle

In the QGA, the quantum rotation gate operation was
used to update the gene qubit of quantum chromosomes.
The purpose of the rotation gate was to obtain the optimal
solution by increasing the probability that each qubit on
the chromosome may be converged to 0 or 1. The quantum
rotation gate is expressed as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

G(θ) =

⎡
⎣ cos(θ) − sin(θ)

sin(θ) cos(θ)

⎤
⎦

θ = Δθ · S
(11)

where G(θ) is the quantum rotation gate, θ is the quantum
rotation angle, Δθ is the size of the rotation angle, and S
is the direction of the angle rotation.

If the jth quantum chromosome gene in chromosome
i is [αij , βij ]

T , and it mutates to [α′
ij β′

ij ]
T after the

quantum rotation gate operation, then the update process
is given as

[α′
ij , β′

ij ]
T = G(θij)[αij , βij ]

T (12)

The chromosome renewal for the conventional QGA
was achieved through the quantum rotation angle θ with
the determined size and direction. The algorithm is likely
to be trapped in the local optimum when the selected
amplitude is too large, whereas the convergence speed
slows down when the selected amplitude is too small.
Therefore, under a variable step search strategy, the size of
the rotation angle was measured by obtaining the Hamming
distance. The distance determined made it possible for the
rotation angle to be adjusted in an adaptive manner [22].
The specific formula of the rotation angle is as follows:

⎧⎨
⎩ θ = θmin + k(θmax − θmin)

k = H(D,Z)/l
(13)

where D is the binary solution of the individual to be
evolved, Z is the binary solution of the best individual,
l is the length of the chromosome, k is the coefficient of
adjustment of rotation angle θ, H (D, Z) represents the
Hamming distance between individuals D and Z, and θmin

is the shortest quantum rotation angle valued as 0.005π,
and θmax is the maximum quantum rotation angle valued
as 0.1π [23].

From (13), it is concluded that the current individual
has a lower fitness degree, and the corresponding quantum
rotation angle is smaller when there is a shorter Hamming
distance between the current and the optimal individuals.
Consequently, the search range was reduced to get the local
search, which improved the algorithm search accuracy and
convergence speed. Furthermore, the search scope was
expanded to achieve the universal search, which ultimately
speeded up the search process of the algorithm.

3.4 Variation Threshold Setting

Regarding the conventional QGA, individuals are selected
with a certain probability with a certain degree of blind-
ness. The variation threshold is then set to determine
whether the current chromosome needs to be mutated in
this work, so as to effectively avoid the blindness of the
conventional mutation operation in the process of indi-
vidual mutation [21]. The variation threshold conditions
were set as follows: (1) the Hamming distance between
the binary solution vi of the current chromosome and the
binary solution vb of the optimal chromosome was shorter
than 0.5l; (2) (fb − fi)/fb ≤ 0.1, where fi and fb were the
fitness values of the current chromosome i and the opti-
mal chromosome, respectively. The current chromosome
i was subjected to the mutation processing when the two
above-mentioned conditions were satisfied.
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3.5 New Interference Constraint Rules

The ownership of channel m was determined according to
the following formula when cognitive users n and k used
channel m simultaneously, and cn,k,m =1 in the spectrum
allocation process [24], [25]:

cn,k,m = 1

⎧⎨
⎩ if rand ≥ 0.5 and an,m = 1

if rand < 0.5 and ak,m = 1
(14)

where rand is the random number between [0,1], an,m =1
means that cognitive user n may use channel m, ak,m =1
means that cognitive user k may use channel m, and
cn,k,m =1 means that cognitive users n and k may not use
channel m simultaneously. From (14), when two cognitive
users competed for the same channel, the algorithm deter-
mined the ownership of the channel by the random number
rand. The interference constraint achieved through the
above equation came along with some blindness, being un-
favourable to the improvement of network efficiency and
the fairness among cognitive users.

For this reason, a new interference constraint rule was
designed in this paper: when the cognitive users n and k
were interfered at the channel m and the system did not
know how to allocate channel, the ownership of the channel
may be determined by calculating the degree of the demand
for the channel m of the two users. In this work, the degree
of the user’s demand for the channel was jointly determined
from two aspects. The first one was the revenue of user from
the channel, that is the throughput capacity utility. The
second one was the number of channels already occupied
by user. The purpose was to ensure the equalization of
channel allocation.

As mentioned above, let us first use u to represent the
cognitive user who wanted to compete the ownership of
channel m, where u belonged to the set Φ. Then, from
(4), we used the throughput capacity bu,m to denote the
revenue of user u. Finally, it is assumed that the number
of channels occupied by the user u was su. Therefore,
the current degree of the user’s demand for the channel m
(Xu,m) can be expressed as

Xu,m = wb,u
bu,m∑

u∈Φ
bu,m

+ ws,u
su
N

(15)

where wb,u, ws,u represent the weight of throughput ca-
pacity and channel occupancy, respectively. The definition
of weight dynamically determined the degree of preference
between capacity and channel occupancy.

Consequently, the ownership of channel m was deter-
mined by comparing two users’ joint utility X. Let us take
the two cognitive users n and k as an example:

⎧⎨
⎩ an,m = 1, ak,m = 0, if an,m ≥ ak,m

an,m = 0, ak,m = 1, otherwise

3.6 Proposed Algorithm

Using U(R) as the fitness function, the steps to improve
the spectrum allocation algorithm of QGA are as follows:

1. Set the spectrum matrix A, the interference con-
straint matrix C, and the efficiency matrix B,
where A= {an,m ∈ {0, 1}}N×M , C = {cn,k,m|cn,k,m ∈
{0, 1}}N×N×M , B= {bn,m|bn,m > 0}N×M , and then
calculate the length of the chromosome l=∑N

n=1

∑M
m=1 ln,m. This was followed by recording the

subscripts n and m under the element 1 in A and
saving them in A1 = {(n,m)|an,m = 1} in a gradually
increasing manner;

2. Let g=0, initialize the encoding of chromosome
Q(g)= {qg1 , qg2 , . . . , qgs};

3. Measure Q(g) to obtain the measured value V (g)=
{vg1 , vg2 , . . . , vgs};

4. Map the jth bit of the measured value vgi (i=1, 2, . . . , s)
to fn,m, where (n,m) is the jth element (j=1, 2, . . . , l)
of L1, and for all m(0 ≤ m ≤ M), look for all cognitive
users n and k satisfying cn,k,m =1 in matrix C, and
check whether the two measured values F (n,m) and
F (k,m) in matrix F are both 1; if they were both 1,
the new interference constraint rule would be used for
processing. Or, proceed to the next step;

5. Calculate the fitness value of P (g) and store the indi-
vidual with the optimal P (g) fitness in B(g).

6. Add 1 to the evolutionary algebra, determine the
quantum rotation angle θ according to (13), up-
date the chromosome to obtain Q(g+1), and simul-
taneously measure V (g+1) to obtain the measured
value V (g+1)= {vg+1

1 , vg+1
2 , . . . , vg+1

s } then proceed
to step (4) for processing;

7. Calculate the fitness value of V (g+1) and store the
individual with the max fitness among V (g+1) into
B(g+1);

8. Determine whether the chromosome satisfied the vari-
ation threshold condition, and if it satisfied the varia-
tion threshold condition, mutate the chromosome; or
go to the next step;

9. Determine if the maximum evolution algebra was
reached, if so, terminate the procedure and output the
final results; or, skip to step (6) for processing.

4. IQGA Convergence Analysis

To prove the convergence of IQGA, definitions and lemmas
below were introduced [26], [27].

Definition 1. According to the definition of literature
[27], set ξn (n=1, 2, . . .) to be the random sequence
defined in probability space. If there is a random
variable ξ, set p{limn→∞ ξn = ξ}=1. Or if ∀ε> 0,

p
{⋂∞

n=1

⋃
k≥n [|ξk − ξ| ≥ ε]

}
=0, the random sequence

ξn (n = 1, 2, . . .) would be converged to random variable
ξ with probability as 1. Obviously, the convergence
with probability 1 was stronger than convergence per
probability.
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Definition 2. According to the definition of literature
[26], set a random variable f(qg)= maxqgi ∈Qg

{f(qtg)|
i=1, 2, . . . , s} = 1, which refers to the best fitness in
the gth population status Qg.f

∗ refers to the glob-
ally optimal solution. Then the algorithm was con-
verged to the globally optimal solution, only when
limg→∞ P{f(qg)= f∗}=1.

Lemma 1. According to literature [26], IQGA’s chro-
mosome sequence {Qg, g≥ 0} is a finite homogeneous
Markov chain.

Lemma 2. Borel–Cantelli (B–C), set ε1, ε2, . . . , εn as
the independent event sequence in probability space,
and p(εn) is the probability. Then we get the following
conclusion [27] :

∞∑
n=1

p(εn) < ∞, then
∞∑

n=1

p

( ∞⋂
n=1

∞⋃
k=n

εk

)
= 0 (16)

∞∑
n=1

p(εn) = ∞, then
∞∑

n=1

p

( ∞⋂
n=1

∞⋃
k=n

εk

)
= 1 (17)

According to the above two definitions and two lem-
mas, here it is to prove that after update and variation of
dynamic adjustment of quantum rotation angle operation,
the retained optimal individual IQGA may be converged
to the globally optimal solution with probability 1.

Demonstration: Set Qg = {qg1 , qg2 , . . . , qgs} to be the
population of generation g in IQGA, where s refers to
population size, qgi is the No. I quantum chromosome,
and v means the decimals. Then the state space size of
Qg is vns ⊂ Rn. Set the feasible region to be calculated
Ω = [a, b] = {Qg ⊆ vns|ai < Qg < bi, i = 1, 2, . . . , s} to
be the bounded closed set, and f(Q)is bounded con-
tinuous in Ω, so there is an optimal solution Q∗ in
f(Q). As to ∀Q∗ ⊆ Ω = {Q|f(Q) = max f(Q)}, when
∃ε > 0, Q ⊆ Ω ∩ {Q||Q−Q∗| < ε}, |f(Q)− f(Q∗)| < ε;
set D0 = {Q ⊆ Ω||f(Q)− f∗| < ε}, D1 = Ω/D0, I(Q

∗) =
{Q ⊆ vns||Q−Q∗| < ε}, then I(Q∗) ∩ Ω ⊆ D0; set pij
to be the probability when Qg is in status ai ∈ vns and
Qg+1 is in status aj ∈ vns. When i = 1, j = 0, Qg is in
status a1, then the probability is p10 when Qg+1 is in
status a0. When i = 1, j = 1, Qg is in status a1, then
the probability is p11 when Qg+1 is in status a1.

As qgi is any individual in Qg, after update and
variation of dynamic quantum rotation angle, the in-
dividual is got to be qgj . I(Q∗)∩Ω is the non-null-
bounded closed area, and Lebesgue measure is >0, then
0<p(qgi )< 1. While p(qgj ) was continuous in feasible

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

f1(x1, x2) = x2 · sin(2πx1) + x1 · cos(2πx2) (−2 ≤ xi ≤ 2, i = 1, 2)

f2(x1, x2) = 21.5 + x1 · sin(4πx1) + x2 · sin(20πx2) (−3 ≤ x1 ≤ 12.1, 4.1 ≤ x2 ≤ 5.8)

f3(x1, x2) = 0.3 · cos(3πx1) + 0.3 · cos(4πx2)− x2 − y2 − 0.3 (−10 ≤ xi ≤ 10, i = 1, 2)

(18)

region Ω and it is a bounded closed set, then ∃l⊆Ω.
Thus p(l)= max{p(qgi )|qgi ∈Ω}, and 0<p(l)< 1, therefore
p(l)≤ p(qgj ). This proved that after update and variance
of dynamic quantum rotation angle, the best individual
was retained, allowing the population constantly to evolve
along the optimum direction.

As the generation g+1 population relied on the pop-
ulation of generation g in terms of conditional probability,
the best individual in generation Qg+1 population was bet-
ter than that in Qg. Thus p10 =1, and p(l)≤ p(qgj )≤ p10.
From the characteristics of probability amplitude of quan-
tum bit, p10 + p11 =1, then p11 =1− p10 ≤ 1− p(l). If
c=1−p(l)< 1, p11 ≤ c< 1.

As to ∀ε> 0, pg = p{|f(Q∗
g)| ≥ ε}, f(Q∗

g) was the
local best individual in generation g population Qg,

then pg =

⎧⎨
⎩ 0 ∃k ∈ {0, 1, . . . , g}, Q∗

g(k) ∈ D0

p∗g ∀h ∈ {0, 1, . . . , g}, Q∗
g(h) ∈ D1

. In it

p∗g = p
{
Q∗

g(h)∈D1|h∈{0, 1, . . . , g}}. So p∗g = pg
11
≤ cg,

therefore
∑∞

g=0 p
∗
g ≤
∑∞

g=0 c
g. Conclusively, the power

series convergence theorem revealed that
∑∞

g=0 c
g was con-

verged to c/(1− c), so limg→∞
∑∞

g=0 p
∗
g ≤ limg→∞

∑∞
g=0

cg = (c/(1− c)) < 0.
The following can be inferred with B–C lemma:

p

{
∞⋂
g=1

⋃
h≥g

[∣∣f{Q∗
g(h)} − f∗∣∣ ≥ ε

]}
= 0.

Then it can be drawn with definition 1:
p
{
limg→∞ f{Q∗

g(h)}= f∗}=1, so the IQGA of the best
individual retained was converged to the globally optimal
solution with probability 1 after update and variance of
dynamic adjustment of quantum rotation angle operation.

5. Results and Analysis

In this section, the feasibility and effectiveness of the IQGA
will be first verified by selecting three continuous functions,
then the spectrum allocation performance of the improved
algorithm will be evaluated on account of the network
average efficiency and time overhead.

5.1 Test Functions and Result Analysis

To verify the optimization ability and convergence speed,
three typical complex continuous functions were selected
and compared with the conventional QGA and GA. About
10 times of numerical optimization were performed with
these three test functions to record the optimal value, aver-
age value, and average convergence algebra. Here the opti-
mal value and the average value were used to measure the
algorithm’s optimization ability, while the average conver-
gence algebra was used to measure the computational effi-
ciency of the algorithm. The target functions are as follows:
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Table 1
Data Comparison Table of Simulation

Average Convergence
Method Optimal Value Mean of Value Algebra

f1 QGA 3.7534 3.7121 137
GA 3.5506 3.5127 143

Proposed method 3.7563 3.7258 85

f2 QGA 38.8362 38.8176 139
GA 38.6303 38.6243 158

Proposed method 38.8503 38.8492 92

f3 QGA 0.2976 0.2965 162
GA 0.2937 0.2924 169

Proposed method 0.3 0.2995 112

Figure 1. Comparison of f1–f3 optimal search: (a) Test function 1; (b) Test function 2; and (c) Test function 3.

Parameter settings of the algorithm in this work: when
the population number was 30 and the chromosome length
was 40 (the number of chromosomal genes in each variable
was 20), the quantum rotation angle θ was determined by
(13), and the mutation probability determined in Section
3.4; QGA parameter settings: when the population number
was 30 and the chromosome length was 40, the quantum

rotation angle θ was 0.005π; parameter setting of GA algo-
rithm: when the population number was 30, by employing
the binary string encoding method, the crossover proba-
bility was obtained as 0.9 and the mutation probability as
0.05. The maximum evolution algebra of the three algo-
rithms was 200. The data of the simulation is shown in Ta-
ble 1, and the simulation curves are shown in Fig. 1(a)–(c).
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Table 1 shows that in terms of optimization ability,
the optimal solution of the algorithm in this work was
significantly higher than the other two algorithms. This re-
sult was accompanied by the average value of the searched
optimal solutions that also reached the largest value, indi-
cating that the proposed algorithm exhibited the highest
stability. In terms of convergence speed, the mean conver-
gence generations were also counted less than the numbers
of other two algorithms, indicating a higher convergence
rate. The simulation curves illustrate that the convergence
speed of the proposed methodology could be more power-
ful. Looking at the simulation curves of Fig. 1(a)–(c), the
convergence speed was much faster owing to the adaptive
rotation angle, so it could quickly locate near the optimal
solution in the early phase of the evolution algebra. This,
undoubtedly, took the chance to make it easier to get the
optimal solution. In summary, the proposed algorithm
performed well enough in universal search capability with
greater convergence speed than conventional methods.

5.2 Spectrum Allocation Results and Analysis

To verify the performance, the proposed algorithm was
compared with the Color Sensitive Graph Coloring
(CSGC), the Basic Quantum Genetic Algorithm (QGA),
and the Genetic Algorithm (GA). At the same time, the
indicators of network average efficiency and time overhead
were also taken in to evaluate the spectrum allocation
results of different algorithms. Specifically, the simulation
results were introduced into the spectrum matrix A, utility
matrix B, and interference constraint matrix C in the
experiment with reference to the pseudocodes provided in
[28]. In the same experiment, all different algorithms used
the same A, B, and C matrices. The result of each exper-
iment was average obtained by performing 40 algorithms
separately. Parameter settings: the population number of
all algorithms was 30, the evolution algebra 200, and the
parameter design of CSGC referred to [9], with the rest to
Section 5.1.

In the case where the number of primary users is
K =20, frequency b andM =10, and cognitive userN =20,
the curve of the network average efficiency with the number
of iterations is shown in Fig. 2. It can be seen from Fig.
2 that the proposed algorithm basically converges essen-
tially at the 60th iteration and QGA converges at the 80th
iteration. The difference is that converging action from
other algorithms basically occurred only after the 120th
iteration. During this process of verifying the convergence
performance of the algorithm, the network average effi-
ciency obtained by this algorithm was approximately 25%
higher than other algorithms.

Figure 3 shows the change curve of the network
average efficiency with the number of frequency bands
M in the case where the number of primary users is
K =20, and the number of cognitive users is N =20.
Please note that the average efficiency changed propor-
tionately with the number of the frequency bands M ,
and higher than other algorithms. This further validated
the effectiveness of this algorithm proposed for spectrum
allocation.

Figure 2. Comparison of network average benefit perfor-
mance of different algorithms.

Figure 3. A graph of network average revenue and channel
number of different algorithms.

Figure 4 shows the change curve of the network aver-
age efficiency with the number of cognitive users, where
the number of primary users is K =20, and the number
of frequency bands is M =15. As the number of cognitive
users increases, the average efficiency shows a decreasing
trend. The reason is as follows: as the cognitive users
increased, the competition between cognitive users became
more intense, and more interference occurred, so the aver-
age network efficiency decreased as the number of cognitive
users increased. It can be seen from the simulation results
that the performance of the proposed algorithm is signif-
icantly better than other algorithms, which is capable of
enhancing the utilization of spectrum resources.

Figure 5 shows the change curve of the network average
efficiency with the number of primary users, where the
number of cognitive users is N =20, and the number of
frequency bands is M =10. As the number of primary
users increases, the average efficiency shows a decreasing
trend. The reason is as follows: as the number of primary
users increased, the number of available frequency bands
decreased, and the cognitive users’ competition for the
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Figure 4. Graph of average network revenue and secondary
users of different algorithms.

Figure 5. A graph of the average network revenue and the
number of major users of different algorithms.

Figure 6. The curve of time overhead as the number of
iterations.

channel was increased. It can be seen from the simulation
results that the performance of the proposed algorithm is
obviously better than other algorithms, which can improve
the utilization of spectrum resources.

Figure 6 shows a variation of the time overhead of the
system with iteration times when the number of primary
users is K =20, frequency bands is M =5, and cognitive
users is N =20. It can be seen from Fig. 6 that as
the number of users increased, the time overhead also
increased, but the time overhead of the algorithm proposed
in this paper is much smaller than other algorithms. The
simulation results proved the efficiency of the algorithm.

6. Conclusion

Based on the analysis with the theoretical distribution
model of graph colouring, a QGA for improving the energy
efficiency of CR networks is proposed. First, the chaotic
search algorithm was introduced into the chromosome ini-
tialization phase to enhance the diversity of the initial pop-
ulation. Second, the method of dynamically adjusting the
quantum rotation angle accelerated the convergence speed
of the algorithm, which effectively improved the operation
efficiency of the algorithm. Finally, the mutation threshold
was set to selectively mutate the chromosome to effectively
solve the local optimal problem. At the same time, the
reasonable interference constraint rules in the spectrum al-
location process could further effectively solve the problem
of channel ownership fairness. The simulation results show
that by selecting three complex continuous functions for
testing, the algorithm has better convergence speed and
optimization ability. Moreover, network average efficiency
and time overhead were applied to evaluate the spectrum
allocation performance. Thus, it is evident that this algo-
rithm can produce satisfied results with good convergence
rate as to the enhancement of the network efficiency of the
CRN system.

Acknowledgement

This work was mainly supported by the National Nature
Science Foundation of China. (Grant No. 61379005).

References

[1] L. Li, C. Chen, Y. Wang, T. He, and X. Guan, Adaptive
beacon transmission in cognitive-OFDM-based industrial wire-
less networks, IEEE Communications Letters, 21(1), 2017,
152–155.

[2] E.U. Ogbodo, D. Dorrell, and A.M. Abu-Mahfouz, Cognitive
radio based sensor network in smart grid: Architectures,
applications and communication technologies, IEEE Access,
5(99), 2017, 19084–19098.

[3] B. Zhang, Y. Wu, X. Yi, and X. Yang, Joint communication-
motion planning in wireless-connected robotic networks:
Overview and design guidelines, International Conf. on
Communications (ICC), Kuala Lumpur, Malaysia, 2016.

[4] G. Stamatescu, D. Popescu, and R. Dobrescu, Framework for
cognitive radio deployment in large scale WSN-UAV surveil-
lance (Switzerland: Springer International Publishing, 2016),
41–56.

[5] L. Deng, X. Ma, J. Gu, et al., Artificial immune network-based
multi-robot formation path planning with obstacle avoidance,
International Journal of Robotics and Automation, 31(3), 2016,
233–242.

[6] X.J. You, X.H. He, X.M. Han, et al., Cross-layer parameters
reconfiguration in industrial cognitive wireless networks using
MOABCHV algorithm, International Journal of Robotics and
Automation, 33(2), 2018, 110–118.

459



[7] J. Mitola, Cognitive radio: Software radios more personal,
IEEE Personal Communications, 6(4), 1999, 13–18.

[8] G.F. Sun, X. Feng, X.H. Tian, et al., Coalitional double auction
for spatial spectrum allocation in Cognitive Radio networks,
IEEE Translations on Wireless, Communication, 13(6), 2014,
3196–3206.

[9] E. Driouch and W. Ajib, Downlink scheduling and resource
allocation for cognitive radio MIMO networks, IEEE Transla-
tions on Vehicular Technology, 62(8), 2013, 3875–3885.

[10] H.L. Xiao, W.J. Zheng, Z.P. Nie, et al., Interference align-
ment for cognitive radio MIMO cognitive system based on
game theory, Journal of University of Electronic Science and
Technology of China, 46(5), 2017, 207–214.

[11] S. Sengupta and M. Chatterjee, Designing auction mechanisms
for dynamic spectrum access, Mobile Networks and Applica-
tions, 13(5), 2008, 498–515.

[12] G. Na, S. Xiaoyan, G. Dunwei, et al., Solving robot path
planning in an environment with terrains based on interval
multi-objective PSO, International Journal of Robotics and
Automation, 31(2), 2016, 100–110.

[13] J. Elhachmi and Z. Guennoun, Cognitive radio spectrum allo-
cation using genetic algorithm, EURASIP Journal on Wireless
Communications and Networking, 2016(1), 2016, 1–11.

[14] P. Lin and T.J. Yang, Spectrum allocation based on genetic
particle swarm algorithm in cognitive radio system, Radio
Engineering, 44(9), 2014, 12–15.

[15] Z.J. Zhao, Z. Peng, S.L. Zheng, et al., Cognitive radio spectrum
assignment based on quantum genetic algorithm, Journal of
Physics, 58(2), 2009, 1358–1363.

[16] C.C. Xiao, Researching on spectrum allocation in cognitive
radio networks based on quantum genetic simulated annealing
algorithm, China New Telecommunications, 17(24), 2015, 6–9.

[17] C. Shu, L.H. Sun, J.H. Li, and M.M. Gou, Improvement of
quantum genetic algorithm and its application in cognitive
radio spectrum distribution, Journal of Nano Electronics and
Optoelectronics, 12, 2017, 1215–1218.

[18] Z. Zhao and Z. Peng, Cognitive radio spectrum allocation
using evolutionary algorithms, IEEE Transactions on Wireless
Communications, 8(9), 2009, 4421–4425.

[19] X.Y. Zhong, Channel allocation in cellular network based on
self-adaptive genetic algorithm, Computer Engineering, 36(17),
2010, 189–191.

[20] Z.R. Wang, B. Yang, X.C. Lv, and D.W. Cui, Research on
an improved quantum genetic algorithm, Journal of Xi’an
University of Technology, 28(2), 2012, 145–151.

[21] G. Liu, H.Y. Zhao, H. Chen, et al., Spectrum allocation
for cognitive radio network based on improved the quantum
genetic algorithm, High Technology Communication, 25(8),
2015, 760–765.

[22] D.S. Fu and R. Zhang, Improved quantum genetic algorithm
by balancing convergence and diversity, Journal of Computer
Simulation, 30(12), 2013, 105–112.

[23] K.-H. Han and J.-H. Kim, On the analysis of the quantum-
inspired evolutionary algorithm with a single individual, IEEE
Congress on Evolutionary Computation, Vancouver, Canada,
2006, 2622–2629.

[24] H.Y. Zhao, Spectrum allocation based on improved quantum
genetic algorithm in cognitive radio network, Master Disserta-
tion, Yanshan University, 2015.

[25] P. Lin and T.J. Yang, Spectrum allocation based on improved
genetic algorithm in cognitive radio system, Computer Simu-
lation, 31(2), 2014, 250–254.

[26] X. Zhang, R. Zhang, G. Sui, et al., Convergence analysis of dou-
ble chains quantum genetic algorithm, Computer Engineering,
38(15), 2012, 127–132.

[27] W.X. Zhang and Y. Liang, Mathematical foundation of genetic
algorithms (Xi’an, China: Xi’an Jiao Tong University Press,
2000).

[28] C.Y. Peng, H.T. Zhang, and B.Y. Zhao, Utilization and fairness
in spectrum assignment for opportunistic spectrum access,
Mobile Networks and Application, 11(4), 2006, 555–576.

Biographies

Bin Han received the B.E. and
M.E. degrees from Southwest Uni-
versity of Science and Technol-
ogy, Mianyang, China, in 1997
and 2009, respectively. He is cur-
rently a Ph.D. candidate in the
Southwest University of Science
and Technology. His research in-
terests includewireless broadband
communications and network re-
source management.

Hong Jiang received his Ph.D.
degree in School of Communica-
tion and Information Engineering
from University of Electronic Sci-
ence and Technology of China.
He is a full professor at the South
West University of Science and
Technology of China. His current
interests include the cross layer
QoS support in ad hoc networks
and intelligent learning for re-
source management in cognitive

radio networks.

Ying Luo was graduated with
the B.S. and M.S. degrees from
the Department of Information
Engineering, South West Univer-
sity of Science and Technology
(SWUST), in 2012 and 2015, and
received her Ph.D. degree from
the Department of Electronic En-
gineering and Information Science
(EEIS), University of Science and
Technology of China (USTC), in
2018. Currently, she is a teacher

in the Department of Information Engineering, SWUST.
Her research interests include next-generation networks.

JinzhiZhou received theB.E. and
M.E. degrees from Changchun In-
stitute of Optics and Fine Me-
chanics and University of Elec-
tronic Science and Technology of
China, in 1995 and 2002, respec-
tively. He is currently a Ph.D.
candidate in the Southwest Uni-
versity of Science and Technol-
ogy. His research interests include
computer network and Internet of
Things and machine learning.

460



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


