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Abstract

Further classifying the vegetation into subclasses is significant for

some applications such as ecological protection and vegetation

mapping. A method based on multi-scale segmentation is proposed

in this paper to separate the GF-2 remote sensing image into

objects on different hierarchies. On each layer, high-resolution

images are separated by using spectral, shape, texture and other

image features. Experiment on the data of area along the Yangtze

River in the Dianjun District of Yichang City shows the efficiency

of the method. When the shape factor fixed to 0.1 and three

layers used with fuzzy membership classifier and k-nearest neighbour

classifier, respectively, the kappa coefficient of the final vegetation

classification reaches 0.97.
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1. Introduction

With the growing source of high-resolution remote sensing
image, the application of remote sensing images is increas-
ing [1]. Compared with manual survey, the application
of remote sensing technology greatly improves the accu-
racy and efficiency. Vegetation is an important component
of the ecosystem. Accurate extraction of surface vegeta-
tion coverage is one of the key tasks of global ecological
environmental protection [2].

In recent years, the classification of remote sensing
images is mainly based on the method of clustering and
threshold segmentation, such as the application of fuzzy
c-means clustering [3], K-means clustering [4] and mean
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shift clustering [5]–[8]. While in the threshold segmen-
tation, the threshold is set to the minimal value on the
grey histogram between the peaks of foreground and back-
ground. The threshold segmentation got good results in
the binary classification on medium- and low-resolution
remote sensing images. For high-resolution remote sensing
images, relatively more noise is generated, which reduces
the accuracy of classification.

Object-oriented classification can solve the noise
problem. Image segmentation is one of the key steps in
object-oriented classification [9], [10]. The final goal of
segmentation algorithm is to separate different categories
of objects. Multi-scale segmentation can achieve results
consistent with the human eyes by using regional growing
and local optimal segmentation strategies. However, the
accuracy is heavily affected by the segmentation parame-
ters and scales, which is hard to tune. By using hierarchical
strategy, good accuracy of multi-scale segmentation can
be achieved and will be less impacted by the scales [11].

Hierarchical strategy can make full use of the advan-
tage of multi-scale segmentation and reduce the influence
of complexity of ground objects on the overall classification
quality, in which different scales are selected hierarchically
and classification rules are designed according to the target
objects at each layer. Because the segmentation object of
high-resolution remote sensing image contains more infor-
mation than that of low resolution, it is necessary to adopt
different segmentation scales for different ground objects
hierarchically. Meanwhile, due to the feature complexity of
segmentation objects, the classification of remote sensing
images in different regions has a large error under the same
segmentation scale. Therefore, in practical application,
it is necessary to customize segmentation parameters and
scale according to specific research area and image features,
and conduct segmentation hierarchically in combination
with scale evaluation algorithm, and then further complete
the classification of specific research area [12]–[14].

Vegetation classification mainly consists of two steps:
extraction of vegetation and accurate segmentation of var-
ious vegetation categories. Object-oriented methods are

1



used combining features to address this task on high-
spatial-resolution remote sensing images on the basis of
different scales [15]–[17]. This study is based on GF-2 re-
mote sensing image, which is of high spare resolution with
four bands. The images are segmented in different scales
hierarchically. The estimation of scale parameter 2 (ESP2)
tool is used to find the local optimal scale. At the first
layer, when the near-infrared band average is greater than
156 and the normalized difference water index (NDWI) is
<0.28, the non-water body is extracted. The vegetation
is separated from the non-water body at the second layer
when the normalized difference vegetation index (NDVI)
is >0.12. After using the fuzzy membership classification
[18] of the first two layers, the third layer further uses the
k-nearest neighbour (KNN) classifier [19] to refine the veg-
etation classification. The kappa coefficient of vegetation
classification results can reach 0.97 in Dianjun District of
Yichang City along the Yangtze River.

2. Research Area and Data Source

The research area of this study locates on the Dianjun
District of Yichang City, Hubei Province, near the bank of
Yangtze River. There are mainly mountains and hills in
the area. The main type of the land cover in the area is
forest land, and there are also small number of residential
areas, water bodies and roads. The location of the research
area is shown in Fig. 1.

Figure 1. The location of the research area.

The remote sensing image used in this study is taken
by GF-2 on 13 April 2015. The longitude and latitude of
the image ranges from 111◦11′E to 111◦16′E and 30◦37′N
to 30◦41′N, respectively. The size of original multi-spectral
image is 2000× 2000 pixels.

GF-2 satellite is the first civil optical remote sensing
satellite independently developed by China with a spatial
resolution better than 1 m. It was put into use in March
2015. GF-2 takes both panchromatic images and multi-
spectral images, while panchromatic images have a reso-
lution of 1 m and multi-spectral images have a resolution
of 3.9 m. Furthermore, multi-spectral images contain four
bands of R,G,B and near-infrared band. The wavelength
information is presented in Table 1.

Table 1
GF-2 Image Bands Information

Band Order Wavelength (nm) Description

1 450–520 Blue

2 520–590 Green

3 630–690 Red

4 770–890 Near-infrared

The GF-2 image data used in this study is level 1A.
Six pre-processing steps such as RPC orthorectification,
registration, atmospheric correction,fusion, cropping and
mosaic are done in ENVI 5.3. In the fusion step, Gram-
Schmidt pan-sharpening fusion method is used to obtain
multi-spectral images and panchromatic band images fu-
sion data of the GF-2, which ensures the integrity of the
spectral information of the image. After the fusion, the
image size was 7800× 7800 pixels.

3. Experiments

3.1 Object-Oriented Multi-Scale Segmentation

Image segmentation is to divide the image into several
non-overlapping regions. Multi-scale segmentation ensures
the highest homogeneity of the lowest heterogeneity of
image objects. A data-driven method named fractal net
evolution approach [20]–[24] is used in this stage. Starting
from a single pixel, using a bottom-up approach to region
aggregation, the image is segmented into entity objects
with similar image features of different scales and sizes.
Then the entity objects are used as units and classified
according to various image feature parameters values.

The segmentation scale indicates the threshold for the
smallest heterogeneity of the segmented object. If the scale
is too large, the smaller object will be submerged, and if the
scale is too small, the object will be broken. The selected
scale should ensure that the regional object obtained after
segmentation is in good agreement with the desired target.
The heterogeneity of the object is calculated according
to the spectral heterogeneity and shape heterogeneity of
different weights. The calculation formula is given as:

f = w1x+ (1− w1)y (1)

where w1 is weight, the value of which is between 0 and 1,
x is spectral heterogeneity and y is shape heterogeneity.
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Table 2
Object-Oriented Classification Features

Data Target Index Index
Layer Number

Blue Average grey value, standard 3
deviation, brightness

Green Average grey value, standard 5
deviation, brightness, NDWI,
the standard deviation and
mean of grey-level
co-occurrence matrix in
green band

Red Average grey value, standard 5
deviation, brightness, NDVI,
the standard deviation and
mean of grey-level
co-occurrence matrix in
red band

Near-infrared Average grey value, standard 3
deviation, brightness 7

1. The shape heterogeneity of object is determined by
two indicators: smoothness index and compactness in-
dex. Both indicators are used to measure the degree of
regularity of the object, the weight of the smoothness
index is high and the boundary of the divided object
is relatively smooth; otherwise, if the weight of the
compactness index is high, the shape of the segmented
object is close to the rectangle. The shape heterogene-
ity of objects is the weighted average of the two index
increments before and after merging. The expression
is given as:

x = wsmoothness × hsmoothness + wcompactness

×hcompactness (2)

The sum of the weights of the two indicators is 1,
according to different needs, adjust the weight propor-
tion, and control the shape of the segmented object.

Figure 2. Image multi-scale segmentation results: (a) level 1; (b) level 2; and (c) level 3.

2. The spectral heterogeneity of a single object is the
weighted average of the corresponding standard devia-
tions of each band, which is used to measure the overall
difference. The expression is given as:

y =
∑
c

wcσc (3)

where wc is the weight of different bands and σc is
the standard deviation of the spectral values for the
different bands.
When the adjacent image regions are merged, the

regional local heterogeneity index is smaller than the thre-
shold defined by the scale parameter. In practice, the
segmentation scale of the image and the selection of the
segmentation parameters at each scale need to be ob-
tained through repeated experiments according to the
characteristics of different feature images. On the basis
of the characteristics of the image mentioned in Table 2,
such as spectral characteristics and vegetation index char-
acteristics, this study uses the ESP2 segmentation scale
evaluation algorithm to find the optimal scale, and the ex-
periments are carried out with the small study area image
which contains relatively rich ground objects. The optimal
scale of the segmentation of the large image and the small
image is the same [25]. Intercept the size of 1000× 1000
pixels, select three scales and divide the research area into
three layers, according to the research of Peirong et al.
[26], the shape factor is set to 0.1, the compactness is 0.9,
the scale of the first layer is 300, the scale of the second
layer is 200 and the scale of the third layer is 100. The
segmentation effect of different scales is shown in Fig. 2.

3.2 Segmentation Scale Evaluation

This study uses the improved version ESP2 of the 2010
segmentation evaluation algorithm ESP by Drăguţ et al.
in 2014. Compared with ESP, ESP2 improves the effect of
changing the scale growth step size on the result, and can
perform local variance (LV) traversal calculation on the
whole image, which effectively reduces the estimated devi-
ation of the segmentation parameters and scales, reflecting
the total degree of discretization between the grey value of
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Figure 3. Segmentation scale evaluation.

each pixel and the average grey level of the local window.
The calculation formula of the LV is given as:

LV (i, j) =

√√√√√
n∑

i=0

n∑
j=0

[f(i, j)− f ]2

n2
(4)

where n is the window size, i, j is the number of rows and
rows in the local window, f(i, j) is the grey scale of the
pixel in the local window and f is the grey mean value of
the local window.

The local heterogeneity is reflected by the value of
the LV, which reflects the overall dispersion degree of the
grey value of each pixel and the average grey level of the
local window. There is heterogeneity within the segmented
image objects. When the remote sensing image data in the
study area is large, there is no absolute optimal scale. It is
feasible to find a locally relatively optimal scale for different
levels of classification. In this paper, the parameter setting
adopts the multi-level process bottom-up region growth
method, the larger the shape index is, the more discrete
the spatial morphological distribution is, and the greater
the compactness is, the more irregular the object is. After
comparison according that the shape factor is fixed at 0.1,
the compactness is fixed at 0.9, the cycle number, the
starting scale and the growth step size of each layer are set,
and LV figure is generated, when the local heterogeneity
takes the peak, the corresponding optimal segmentation
scale is obtained. As shown in Fig. 3, when the scale
value is 300, the local heterogeneity reaches a peak, which
is applied to the pre-classification segmentation of the first
layer with the best effect.

3.3 Classification

Object-oriented hierarchical classification is divided into
three steps:
1. Create objects by image segmentation algorithm, and

this paper adopts multi-scale segmentation;
2. Extracting features based on objects;
3. Classification based on classification features.

The KNN classification algorithm, that is k-nearest
neighbour classification, a classification method mainly

studied at level 3, is a theoretically mature method, a
kind of machine learning algorithm. If the majority of
the k most similar samples in a feature space belong
to a certain category, the sample also belongs to this
category. According to the marginality and clustering
of this principle, this classification algorithm is suitable
for object-oriented classification. This paper is based on
multi-scale segmentation combined with this classification
algorithm for object-oriented classification.

After image segmentation, the classification rules are
established according to the spectral mean, NDVI, NDWI,
shape index and texture features of the object, as shown
in Fig. 4. The fuzzy membership function classifier is
used to complete the classification of the vegetation and
non-vegetation, water and non-water bodies.

By using the above fuzzy classification, the vegeta-
tion, water body and other three categories are separated,
and then the nearest neighbour feature space is configured
for the training sample by using the KNN classification
method, including the spectral characteristics of the four
bands, namely the mean value, standard deviation and the
brightness, at the same time adding the texture features
of the green band and the red band, i.e., the grey level
co-occurrence matrix as a supplementary feature, the char-
acteristics used in the classification are presented in Table
2. Vegetation is divided into forest, plough, grassland and
shallow forest using the KNN classifier. Among them,
100 objects of forest, 50 objects of plough, 10 objects of
grassland and shallow forest were selected for the train-
ing samples, and the classification structure and category
colour are shown in Fig. 5.

4. Result and Evaluation

Through the above multi-scale hierarchical segmentation
method, the research area is divided into water, other,
forest, plough, grass and shallow forest according to
the above classification rules and classification structure.
There are five categories, and the classification results are
shown in Fig. 6. To evaluate its accuracy, this study ran-
domly and automatically selects test samples, establishes
confusing matrix and evaluates the accuracy of classifica-
tion results, as presented in Table 3.
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Figure 4. Classification rule map.

Figure 5. Classification structure.

Figure 6. Fusion image (a), fuzzy classification result (b) and refined classification result (c).

Select Kappa coefficient combined with overall accu-
racy as the evaluation index of classification results [27].
The overall classification accuracy indicates the ratio of
the number of categories correctly classified to the total
number of categories.

The formula for calculating the Kappa coefficient:

K =

N
m∑
i=1

xii −
n∑

i=1
(xi+x+i)

N2 −
n∑

i=1
(xi+x+i)

(5)

where m is the number of rows in the error matrix, xii is
the number of pixels in row i and column i, the number
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Table 3
Comparison on Different Levels of Classification Results

Scale Level 1 Level 2 Level 3 Kappa

Unlayered 300 0.77

Divided 300 200 300 0.79
into two

100 300 0.79
layers

300 200 0.86

300 100 0.95

Divided into 300 100 200 0.87
three layers

200 100 0.97

Table 4
Comparison based on Different Classification Methods

Classification Kappa coefficient
methods

Unlayered Layered

Neural network 0.81 0.93
classification

Maximum likelihood 0.90 0.90
classification

KNN classification 0.77 0.97

Table 5
Accuracy Evaluation of Multi-Scale Classification Results

Classification Number of Test Samples

Water Other Plough Grass and Forest Sum
Shallow
Forest

Water 9 0 0 0 0 9

Other 0 79 0 0 0 79

Plough 0 0 65 0 0 65

Forest 0 0 0 183 0 183

Grass and 0 0 4 11 29 44
shallow
forest

Sum 9 79 69 194 29 380

Producer 1 1 0.94 0.94 1
accuracy

User 1 1 1 1 0.66
accuracy

The overall accuracy: 0.96

of correctly classified on the main diagonal, n is the total
number of categories, xi+ is the total number of pixels in
row i, x+i is the total number of pixels in column i and N
is the total number of pixels used for accuracy evaluation.

The study based on different features only focuses
on the overall classification accuracy and the Kappa

coefficient. The larger the two values, the better the clas-
sification effect. To improve the credibility of the results
evaluation, the accuracy test of the image uses the same
set of pixel-based test samples (TTAMask) to analyse the
impact of multi-scale and hierarchical strategies on the
classification results, as presented in Table 3, the com-
parison on the basis of different classification methods is
presented in Table 4 and the detailed accuracy evaluation
results of the best hierarchical classification is presented in
Table 5.

5. Conclusion

In this study, the high-resolution remote sensing image
GF-2 is used as the data source. On the basis of the
multi-scale hierarchical segmentation, the object-oriented
classification of remote sensing images in the Dianjun
District of Yichang City is carried out. Take the segmented
object as the unit, combined with the spectral features,
texture features and shape index of the image, the KNN
classifier is used to extract different vegetation types after
the using of fuzzy membership classification on the first
two layers, and good classification accuracy is obtained.

As there is no absolute overall optimal scale, this paper
adopts the hierarchical classification strategy, combined
with the reference of the segmentation parameters by eCog-
nition software itself, and uses the ESP2 tool to calculate
a theoretical local relative optimal scale for the sub-region
extracted from the image. After then, combined with the
local optimal scale value, different segmentation scales are
used hierarchically, the integrated use of supervised and
unsupervised classification improves the classification ef-
fect obviously for vegetation information extraction along
the Yangtze River in Yichang City.
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