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Abstract

The paper presents a deep learning-driven approach for semantic

segmentation and recognition in agricultural robotics, enhancing

the robots’ scene comprehension and operational efficiency. It

addresses challenges in complex farm environments by introducing

an innovative model that merges high-quality UAV-captured

agricultural imagery with an enhanced encoder–decoder structure.

This integration facilitates fine-grained image segmentation and

introduces an attention mechanism plus a semantic recognition

module, thereby bolstering the robot’s capability in crop

identification, growth monitoring, and disease detection. To

ensure the robustness of the model, a comprehensive dataset

was meticulously compiled and balanced through extensive data

gathering and preprocessing. The model design innovates by

incorporating an advanced feature extractor with null space pyramid

pooling and an attention mechanism. This design augments multi-

scale feature representation and regional focus, tackling the varied

and intricate nature of agricultural landscapes efficiently. Optimised

with the Adam optimiser and trained using cross-entropy loss,

the model underwent a meticulous training regimen to refine its

performance. Evaluation outcomes highlight its excellence across

key metrics: accuracy, recall, F1 score, and IoU, with additional

gains observed post-application of test-time augmentation. These

results affirm the method’s efficacy and practical utility in advancing

agricultural robotics. Consequently, this research significantly

contributes to the smart evolution of agricultural machinery and

charts a promising trajectory for future automation and precision

agriculture endeavors.
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1. Introduction

Agricultural robots, as a kind of intelligent agricultural
production tools, are able to autonomously complete a vari-
ety of agricultural operations, such as plowing, harvesting,
fertilising, weeding, spraying, and other agricultural tasks
in complex agricultural environments, which has a broad
application prospect and market potential. However, to
realise autonomous operation, agricultural robots first need
to accurately perceive and understand the surrounding
agricultural scene, which is one of the core technologies of
agricultural robots [1], [2].

The perception and understanding of agricultural
scenes usually requires semantic segmentation and recog-
nition of images of agricultural scenes, so as to obtain the
structure and content information of agricultural scenes.
The accuracy and efficiency of semantic segmentation
and recognition directly affects the ability of navigation
and localisation, path planning, and task execution of
agricultural robots, which in turn affects the operation
effect and safety of agricultural robots. Its importance is
specifically shown in Fig. 1 [3], [4].

However, semantic segmentation and recognition of
agricultural scenes face many challenges, such as the
complexity, diversity, dynamics, light changes, occlusion,
noise, etc. of agricultural scenes, which leads to the
traditional manual feature-based semantic segmentation
and recognition methods are difficult to adapt to the
characteristics of agricultural scenes.

Semantic segmentation is an advanced technique in
the field of computer vision that aims to achieve precise
categorisation of each pixel in an image. Unlike general
image segmentation techniques that only divide an image
into several chunks or regions, semantic segmentation is
more detailed and is dedicated to assigning a predefined
category label to each pixel within an image to differentiate
the semantic meanings of different objects and regions
in the image. For example, in an image of a city street,
semantic segmentation can label the pixels of different
objects, such as sidewalks, vehicles, buildings, trees, etc.,
separately, and each type of pixel is assigned with a
corresponding category label, thus generating a rich pixel-
level labeled map.
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Figure 1. Importance of semantic segmentation for
agricultural robots.

Research objective of paper is to explore the method
of semantic segmentation and recognition of agricultural
robots to provide technical support for scene perception
and understanding of agricultural robots. The research
idea of this paper is to realise semantic segmentation and
recognition of agricultural scenes based on the images of
agricultural scenes collected by UAVs, using models and
algorithms of deep learning [5], [6].

The innovative application of deep learning methods
in the field of semantic segmentation and recognition of
agricultural robots not only improves the autonomous
operation capability of robots, but also provides a
new way for accurate management of agricultural
production. Specific contributions include: developing a
deep learning model customised for agricultural scenarios,
which improves the recognition accuracy and segmentation
effect in complex and changing agricultural environments
through the optimised encoder–decoder structure com-
bined with the attention mechanism; constructing a large-
scale, diversified, and balanced agricultural image dataset,
which provides a solid foundation for model training and
testing; proposing a set of efficient model training and
testing An effective model training and testing strategy is
proposed, which significantly enhances the generalisation
ability and robustness of the model; experiments prove
that the method in this paper demonstrates high accuracy
and efficiency in key agricultural applications, such as crop
recognition, pest and disease detection, etc. In particular,
the application of the enhancement method during the test
further confirms the applicability of the model’s advantages
in complex scenarios.

2. Literature Review

In recent years, the number of related studies has gradually
increased, and the specific trend is shown in Fig. 2.
Ghosh et al. [7] designed a deep learning-based fruit
and vegetable recognition system, using convolutional
neural networks (CNNs) which provides a reliable technical
means for intelligent sorting, quality detection, and variety
classification of fruits and vegetables. Gnanapriya and

Figure 2. Number of relevant studies.

Rahimunnisa’s [8] comprehensive review in the Journal
of Agricultural Machinery delves into the advancements
of deep learning-driven visual navigation systems for
agricultural robots. They meticulously dissect the task
requirements, datasets, methodologies, and evaluation
metrics underpinning robot vision navigation, subsequently
consolidating the prevailing challenges confronted in the
field. Furthermore, they chart out prospective avenues
for future research and development to advance the
capabilities of visual navigation systems in agricultural
robotics. An innovative design has attracted a lot
of attention. The research team successfully combined
advanced image processing technology with a convenient
hardware platform to open up a new communication
channel for severely paralysed patients. Specifically, they
adopted Raspberry Pi as the main processor, giving
full play to the flexibility and powerful computing
power of this microcomputer in the field of IoT, while
the choice of Python programming language greatly
simplifies the software development process, making the
algorithm implementation more efficient and faster. The 5-
megapixel high-definition camera integrated in the device
demonstrates the high sensitivity of precisely tracking eye
movements, so that even the most subtle eye movements
can be accurately captured and converted into effective
communication signals [9].

The innovative application of deep learning techniques
in agriculture has become a focus of research in recent
years. Numerous scholars have actively explored the
integration of CNN models with transfer learning methods
in crop classification and recognition tasks, and these
studies have shown that deep learning has demonstrated
unprecedented efficacy in processing agricultural image
data to accurately differentiate between crop species, assess
crop health, and even identify signs of pests and diseases,
thus highlighting its potential for widespread application in
agricultural image analysis [10]. In addition, the evolution
of agricultural robotics has seen deep learning-driven vision
navigation systems become key to enhancing automation.
These systems are able to analyse complex farmland
environments in real time, assisting robots to achieve
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precise positioning and path planning in cultivation,
seeding, and pesticide spraying [11, 12].

However, the literature also reveals several challenges
in the application of deep learning in agricultural
environments, especially those factors, such as complex
terrain, variable lighting conditions, crop growth cycle
changes, and unstructured scenarios put the robustness
and generalisation ability of the models to the test [13].
These difficulties indicate that although deep learning
models are theoretically equipped with powerful image
understanding and processing capabilities, they need
to overcome the environmental adaptability problem
in real agricultural deployments to meet the stringent
requirements of production practices. Therefore, exploring
how to design more robust and adaptable deep learning
models that can accurately segment images of agricultural
scenes and recognise key agricultural elements has become
an urgent need and a source of motivation for current
research. Based on such research background, this paper
aims to propose an innovative deep learning approach with
a view to solving the above challenges and advancing the
intelligentization process of agricultural robots.

3. Data and Research Methods

This chapter describes in detail the method of semantic
segmentation and recognition of agricultural robots based
on deep learning proposed in this paper, including the
steps of data acquisition, preprocessing, model design,
training, and testing, and gives the necessary mathematical
formulas, algorithmic processes, and graphical illustrations.

3.1 Data Acquisition

In order to acquire large-scale agricultural scene image
data, we adopts a UAV as a platform for data acquisition,
and utilises the HD camera carried by the UAV to
photograph the agricultural scene from different heights,
angles and locations, and acquires agricultural scene images
under a wide range of crops, terrains, seasons, and lighting
conditions. In this paper, a total of 10,000 agricultural
scene images were acquired, each with a resolution of
1920 × 1080 pixels, covering major crops, such as rice,
wheat, corn, cotton, and vegetables, as well as major
features, such as soil, water, weeds, and roads. Image, an
open source Python image enhancement library, is used to
randomly apply one or more methods of data enhancement
to each image while maintaining the consistency of the
image and the annotation [13]. We ensure the balance
and representativeness of the distribution of image sources
and categories in the training, validation and testing sets.
The data processing flow is specifically shown in Fig. 3
[14], [15]. The data set information is specifically shown in
Table 1.

3.2 Modelling

The model design of this paper mainly includes two
parts, encoder and decoder, which are used for feature
extraction and feature recovery respectively, as shown in
Fig. 4.

Figure 3. Data processing flow.

Table 1
Data Set Information

Data set Number of images Percentage

Training set 80000 80%

Validation set 10000 10%

Test set 10000 10%

Figure 4. Algorithm flow.

In this paper, the design of the model is centered
around two primary components, the encoder and decoder,
which are pivotal for feature extraction and feature
reconstruction in the context of agricultural scene image
segmentation and recognition (depicted in figure. 4). The
model begins by processing an agricultural scene image, I,
rich in diverse visual cues, such as crop varieties, growth
phases, soil health, and pest/disease incidences, captured
through high-resolution aerial or satellite imaging. Key
enhancements to the conventional architecture involve:
(1) Bilinear interpolation for upsampling: Abandoning the
traditional transposed convolution in favour of bilinear
interpolation, represented as, to mitigate checkerboard
artifacts and enhance the segmentation map’s smoothness.
(2) Attention mechanism integration: Introduction of an
attention mechanism to weigh shallow features, allocating
weights W based on their relevance () to emphasise target
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regions, suppress noise, and boost segmentation accuracy.
(3) Semantic recognition module (G): An attention-
guided module designed to classify key agricultural
elements post-segmentation, refining outputs like crop
classifications, growth stages, and pest/disease detection,
thereby enriching semantic interpretation and practical
applicability.

This paper designed an improved decoder structure
for the task of semantic segmentation and recognition
of agricultural scene images. First, the input agricultural
scene image is notated as I. After the features are extracted
by the encoder, the main function is to map the encoded
feature space information back to the pixel space [16], [17].
The agricultural scene image, I, constitutes a pivotal
element in this study. It encapsulates a rich variety of visual
data crucial for agricultural management and research,
including but not limited to crop types, growth stages, soil
conditions, and evidence of diseases or pests. These high-
resolution images are typically captured using aerial or
satellite platforms, ensuring broad coverage of agricultural
land with fine detail.

For the original network structure, the following points
are optimised in this paper:

(1) In the upsampling process, the transposed
convolution operation used in the original network is
discarded and replaced by Bilinear Interpolation, denoted
by the formula Sup = BilinearInterpolate (Fl), which
aims to eliminate the checkerboard effect that may be
caused by the transposed convolution, thus improving the
smoothness and clarity of the segmentation map [18], [19].

(2) Introducing the attention mechanism to weight
the shallow features, and assigning different weights W
according to the importance of the location, which can
be expressed as Fatt = Fsshallow ∗ W , which helps to
highlight the target region, suppress background noise, and
enhances the accuracy and robustness of the segmentation
map.

In the deep learning model designed for this
study, a series of critical steps have been employed
to achieve refined processing and understanding of
agricultural scene images. Initially, bilinear interpolation
is utilised to upsample feature maps, generating a high-
resolution segmentation map Sup, effectively alleviating
the common checkerboard artefact associated with trans-
posed convolutions and enhancing the smoothness and
clarity of the segmentation output. Within the model
pipeline, low-resolution feature maps Fl obtained from
preceding layers undergo transformation to yield high-
resolution feature maps Fs at the current layer, thereby
augmenting the hierarchical and detailed representation of
features.

To further enhance the model’s focusing capability and
recognition precision in complex scenarios, an attention
mechanism is incorporated. This mechanism assigns
attention weights W to shallow features based on their
significance within the image, allowing for adaptive
emphasis on vital regions while suppressing background
noise through a weighted strategy. Consequently, the
resultant weighted feature map Fatt under the influence
of the attention mechanism accentuates targeted areas,

concurrently suppressing irrelevant background interfer-
ence, and markedly improves both the accuracy and
robustness of the segmentation. This refined segmentation
paves the way for more precise subsequent tasks, such as
crop identification, growth monitoring, and disease and
pest detection.

(3) A semantic recognition module G based on
the attention mechanism is designed, which can further
accurately recognise and classify the key targets in the
agricultural scene, such as crop types, growth status, pests
and diseases, based on the results of the initially obtained
segmented image S, providing richer semantic information
and practical application value, and whose mathematical
representation [20], [21].

Module G, an attention-based semantic recognition
module, is designed to enhance the precise identification
and classification of key objects in agricultural scenes.
The module receives inputs from a preceding image
segmentation process, resulting in S, which comprises
distinct regions annotated for elements like crops, soil,
and diseased areas. Each region is effectively a set of
feature vectors embodying its visual characteristics. Every
segmented region undergoes further processing via deep
learning networks, such as parts of a CNN, to distill more
abstract and discriminative feature representations. This
yields a collection F = {f1, f2, . . . ,fn}, where n denotes
the number of regions and each fi symbolises the feature
vector for the i -th region. Central to this module is
a weighting scheme that autonomously assigns varying
degrees of importance to different feature regions. This is
accomplished by calculating similarity scores between each
feature fi and a context vector, subsequently transforming
these through a softmax operation into normalised
attention weights αi. This mechanism prioritises salient
regions while discounting background noise. The calculated
attention weights αi are then used to perform a weighted
summation of the features F, generating a composite
feature vector c. This step underscores critical regional
information.

(4) The output of the algorithm is the segmented image
S and the recognition result R, which together constitute
the key result of the in-depth understanding and parsing of
the input agriculture scene image I. Model for segmentation
and recognition of agricultural scene images, whose input
is an agricultural scene image I ∈ RH×W×3 and the output
is the segmented image S ∈ RH×W×C and the recognised
key target R ∈ RK×D.

In the context of the article, the formulas mentioned
include: I ∈ RH×W×3 represents the input scene image
with dimensions HxWx3. S ∈ RH×W×C denotes the output
segmented image with dimensions H×W×C. R ∈ RD

stands for the recognised target with D dimensions.
F ∈ Rh×w is the low-resolution feature map obtained
from the input image through feature extraction using
MobileNetV2. F ′ ∈ Rh′×w′×c′ is the fused feature map
obtained from the multi-scale processing of the low-
resolution feature map F using the ASPP module. These
formulas represent various aspects of the model, such
as the input image, the output segmentation result,
intermediate feature maps, and the recognised target. They
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Figure 5. Flowchart of the algorithm.

provide a concise summary of the model’s architecture and
functionality.

(5) The process is mainly realised by Algorithm 1 and
the flow of the algorithm appearing in the paper is shown
in Fig. 5. The design flow of its model is as follows:

The specific flow of Algorithms 1, 2, and 3 is shown in
Fig. 5.

1) MobileNetV2 is a lightweight network model
designed specifically for mobile and embedded devices,
which utilises depthwise separable convolutions to dramat-
ically reduce the amount of computation and the number
of parameters of the model, thereby reducing the demand
for computational resources and memory consumption
while ensuring relatively high accuracy, which is ideal for
resource-constrained environments. It is very suitable for
resource-constrained environments. Using MobileNetV2 as
the backbone network, feature extraction is the input image
to obtain the low resolution feature map F ∈ Rh×w. The
formula is F = MobileNetV 2(I) [22].

2) Add a void space pyramid pooling module, process F
in multi-scale, and get the fused feature map F ′ ∈ Rh×wc′ .
The formula is F ′ = ASPP (F ). The main objective
of ASPP is to solve the problem of recognising objects
at different scales in semantic segmentation. In natural
scenes, target objects may appear at many different
sizes, and standard convolutional operations with a fixed
sense field may not be sufficient to efficiently capture
features at all scales. ASPP addresses this challenge by
introducing Atrous Convolution (also known as inflationary
convolution) and spatial pyramid pooling. ASPP stands
for Atrous Spatial Pyramid Pooling. It is a technique
integrated into deep learning models, primarily designed
for semantic segmentation tasks, to effectively handle
objects of varying scales present within an image. Unlike
standard convolutions with fixed receptive fields that might
inadequately cover multi-scale features, ASPP employs
Atrous Convolution, which adjusts the filter’s dilation rate,
allowing it to capture context at multiple rates without
increasing the filter size. Complementing this, it also
incorporates spatial pyramid pooling, a strategy that pools
features at different scales and regions, thereby aggregating
local and global contextual information comprehensively.

Consequently, ASPP enhances the model’s capability
to discern and segment objects of diverse sizes more
accurately by integrating multi-scale feature extraction
within a single module.

3) Use the attention mechanism to weight the fused
feature map F ′. The weighted feature map F ′′ ∈ Rh×wc′

is obtained, where W ∈ Rh×wc′ is the attention weight
matrix and

⊙
is the element-by-element multiplication

operation. The formula is F ′′ = W
⊙
F ′.

4) Using an upsampling module and a convolutional
layer, the weighted feature map, where UPSAMPLE is
the function of upsampling and Conv is the function of
convolution. The formula is S′ = Conv(Upsample(F ′′)).

The formulas mentioned in the article involve several
key steps in the model design process: In the first
step, a lightweight network model called MobileNetV2 is
used as the backbone network to extract features from
the input image I, resulting in a low-resolution feature
map F′ with dimensions h×w×wc′. The formula is F
= MobileNetV2(I). A spatial pyramid pooling module
is then applied to the low-resolution feature map F′

to obtain a fused feature map F′ with dimensions
h′×w′×c′. The formula is F′ = ASPP(F).An attention
mechanism is used to weight the fused feature map F′.
The weighted feature map F′′ with dimensions h×wc′ is
obtained, where W is the attention weight matrix and
� is the element-by-element multiplication operation. The
formula is F′′ = W�F′.Finally, an upsampling module
and a convolutional layer are used to generate the final
segmentation map S′ with dimensions h×w×c. The formula
is S′ = Conv(Upsample(F′′)).

3.3 Training

This study uses high-end hardware configurations to ensure
that the deep learning model runs efficiently and handles
complex tasks, including a high-performance multi-core
CPU with at least 16 cores (e.g., Intel Xeon or AMD Ryzen
Threadripper), 128GB or more of RAM, and NVIDIA’s
high-end GPUs (e.g., RTX 3090/A6000) to accelerate the
computation. The NVMe SSDs are equipped with 1TB
NVMe SSDs for high-speed data access, supplemented
with 4K monitors and high-quality peripherals to optimise
workflow, and rely on a network environment of more than
100 Mbps to support data transmission and distributed
training needs, ensuring smooth execution of the model
from training to application in an all-rounded way.

The model training mainly includes the setting of
parameters such as loss function, specifically as in (1).

L = − 1

N

N∑
i=1

C∑
j=1

Xij logFij (1)

Where Xij is the true label of the ith pixel point
belonging to the jthcategory, and Fij is the predicted
probability that the ith pixel point belongs to the jth
category [23], [24].

Optimiser: an optimiser is an algorithm used to update
the model parameters to minimise the value of the loss
function and improve the optimisation ability of the model.
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Table 2
Parameter Settings

Parameters Retrieve a value

monitor val loss

factor 0.1

patience 10

min lr 0.00001

Batch size 16

Number of iterations 50

This paper used an adaptive optimiser that dynamically
adjusts the learning rate according to changes in the
gradient, with the advantages of fast convergence and
stability [25], [26].

The following parameter settings are used specifically
as shown in Table 2. In the model design and training
phase, parameter selection was based on an exhaustive
experimental validation and tuning process. For example,
the batch size of 16 was determined as a result of balancing
the computational resource constraints with the speed
of model convergence; the number of iterations was set
to 50 rounds based on the observation that the model
had reached the performance saturation point at this
stage, and more iterations did not result in a significant
improvement. In addition, hyper parameters such as the
learning rate were carefully tuned through grid search and
cross-validation methods to ensure the model’s optimal
performance on the training set and generalisation ability
on the validation set.

We take the approach of adjusting the learning rate
periodically, e.g., for every certain number of epochs (e.g.,
20 or 50 epochs), the learning rate is automatically reduced
by a certain percentage (commonly 0.1 or 0.5). This
method is called ”Step Decay” (Step Decay), which helps
to learn the global structure quickly at the initial stage,
and then move on to more detailed local optimisation.
Another advanced strategy is Exponential Decay, where
the learning rate decreases exponentially according to
a pre-determined decay rate, ensuring that the pace of
learning slows down as training progresses, and helping
the model to fine-tune the parameters at later stages of
training to avoid overfitting. In addition, we may also
implement a more dynamic tuning strategy—“learning
rate decay scheduler”—especially based on performance
monitoring, e.g., “ReduceLROnPlateau” strategy. This
strategy monitors the loss or accuracy on the validation
set and adjusts the learning rate downward only when the
validation loss does not improve significantly for a number
of consecutive rounds (e.g., 3 or 5 rounds). This strategy
can respond more flexibly to the actual convergence of
the model and avoid unnecessary learning rate drops, thus
finding a good balance between model optimisation and
training efficiency.

The overall flow of model training is shown in
Algorithm 2. (1) The design process of Algorithm 2 is as

follows: initialise the model parameters θ, these parameters
include the weights and biases of the backbone network,
the null-space pyramid pooling module, the attention
mechanism, the up-sampling module, the convolutional
layer, and the semantic recognition module. The formula
is θ = Initalize(). (2) Set the loss function L, optimiser O,
learning rate tuner S, batch size B, and number of iterations
E. Specifically, (2)–(5) [27], [28]. Initalise is an initialisation
function, Optimiser is an optimisation function, and S is
the learning rate tuner. θ optimiser content parameter.

L = LossFunction() (2)

O = Optimizer(θ, S) (3)

B = BatchSize() (4)

E = Epochs() (5)

L = Loss function, measure the difference between
prediction and actual, guide the weight update, such as
mean square error, cross-entropy loss. O = Optimiser,
based on the loss update parameters, accelerate conver-
gence, commonly used gradient descent, Adam, etc. B =
Batch size, affect the training speed and stability, need to
choose the right amount. E = Epochs, the number of data
traversal, to ensure that the model learns sufficiently, can
be used with the early stop strategy.

(3) For each round of iteration e, from 1 to E, the
following steps are performed: The training set Dtrain

is randomly disrupted and divided into several batches
according to the batch size B, and each batch Dbatch

contains B samples, and each sample contains an image
of the agricultural scene I and the corresponding real
segmentation image S and recognition result R. Specifically
(6) and (7).

Dtrain = Shuffle(Dtrain) (6)

Dbatch = Spilt(Dbatch, B) (7)

For each batch Dbatch, perform the following steps:
Input the batch Dbatch into the model M to get the
predicted result P, where P contains the predicted
segmented image S and the recognised result R. As shown
in (8) and (9), where Y contains the true segmented image
S and the recognition result R. Specifically (10) and (11)
[29], [30].

P = M(Dbatch) (8)

P = {S′, R′} (9)

Y = {S,R} (10)

L = L(P, Y ) (11)

Specifically as in the public θ = O(θ, L). (4) Return
the trained model M. The formula is as follows:M = M(θ),
this formula is used to update M.

Equation (8) represents the predicted output of the
model M on a batch of dataDbatch. Here P is the prediction
result of the model, which is usually a probability
distribution, while M represents the model itself, which
maps the input data to the output space. Equation (9)
states that P contains two components, S’ and R’. Here S’
may denote some intermediate level output of the model,
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while R’ may denote the final output of the model, such
as classification results or regression values. Equation (10)
indicates that the true label Y also contains two parts,
S and R. Here, S may represent auxiliary information
such as prior knowledge of the image, while R may be the
desired model output such as the correct category label or
regression value. Equation (11) L = L(P,Y) indicates that
the loss function L is a measure of the distance between
the model prediction P and the true label Y. This loss
function is usually a measure of the gap between the model
prediction and the actual value, such as cross-entropy loss
or mean square error.

4. Testing of Models

The model testing in this paper mainly includes the steps
of test data input, model prediction, test result output,
and evaluation, as well as the model testing process
and strategy. The test set D-Test is used as the test
data, i.e., 10,000 images of agricultural scenes and their
corresponding labeled images. The prediction result P of
the model is compared with the real result Y. Evaluation
metrics, such as accuracy, recall, F1 value, and IOU of
the model on the test set are calculated to measure the
performance and generalisation ability of the model. The
model’s prediction result P and the real result Y are also
visualised to show the segmentation effect and recognition
effect of the model to intuitively reflect the strengths and
weaknesses of the model. The following testing strategies
are used to improve the testing effect and stability of the
model: (1) The sliding window method is used to cut the
test image, i.e., the test image is split into a number of
subgraphs of the same size, and then each subgraph is
input into the model to make predictions, and finally the
prediction results are spliced into a complete segmentation
graph to avoid the effect of scaling or cropping of the image
on the segmentation effect. (2) Multi-scale testing method
is used to process the test images, i.e., the test images
are scaled to different scales, and then the images of each
scale are input into the model for prediction, and finally
the prediction results are fused into the final segmentation
map. (3) The test-time enhancement method is used to
transform the test image, i.e., the test image is transformed
by horizontal flipping, vertical flipping, and rotation, and
then each transformed image is inputted into the model for
prediction, and finally the prediction results are fused into
the final segmentation map [31].

The general flow of model testing is shown in
Algorithm 3.

(1) Initialise the test result T as empty. (2) Cut each
test image I and its corresponding labeled image. Y using
the sliding window method to obtain several subgraphs
Ii. The formulas are Ii = Slide(I) and Yi = Slide(Y ). (3)
Scale each subimage Ii using the multi-scale test method
to get different scales of subimages Iij. The formula is Iij =
Scale(Ii). (4) Transform each subgraph Iij using the test-
time enhancement method to obtain different transformed
subgraphs Iijk. The formula is Iijk = Transform(Iij). (5)
Input each subgraph Iijk into the model M to get the
prediction result Pijk, where Pijk contains the predicted

segmented image Sijk and the recognition result Rijk. The
formulas are Pijk = M(Iijk) and Pijk = {Sijk, Rijk}. (7) Fuse
each prediction result Pij to get the original size prediction
result Pi. The formula is as follows: Pi = Fuse(Pij). (8) Each
prediction Pi is spliced to obtain the complete prediction
P . The formula is P = Stitch(Pi). (10) Add the prediction
result P and evaluation result E to the test result T . The
formula is T = T ∪ {P,E}. (11) Return the test result
Return T [32], [33].

During the testing phase of Algorithm ??, in order to
comprehensively evaluate and enhance the generalisation
performance and robustness of the model, we not
only executed standard testing procedures, but also
incorporated advanced strategies to simulate and cope with
real-world diversity and complexity. Below are additional
descriptions of several key approaches:

Multi-Scale Testing strategy refers to applying dif-
ferent scale transformations to the same test image in
the inference stage, and then fusing the outputs of the
models at different scales or selecting the optimal results.
To implement this, the images can be scaled up and down
to a series of predefined scales (e.g., 0.5x, 1x, 1.5x, 2x,
etc.), respectively, and then the model is run for images at
each scale, and then these predictions are finally merged
according to some rule (e.g., averaging, max-voting, or
weighted fusion). This approach helps the model to capture
features at different scales, and is especially suitable for
agricultural scenarios where the target size varies greatly,
such as morphological differences in crops during different
growing periods.

Test-time augmentation (TTA) is a technique that
generates multiple variants of an image by applying a
series of random transformations (e.g., rotation, flipping,
brightness change, scaling, etc.) to the image during
the test phase, makes predictions for each variant, and
then summarises the results of these predictions. Similar
to data augmentation during training, TTA enables the
model to see more variants without increasing the training
complexity, thus enhancing the model’s ability to generalise
to unseen samples. In agricultural scenarios, TTA is
particularly beneficial in improving the robustness of the
model due to uncertainties in lighting conditions, crop
pose, occlusions, etc.

To further improve the accuracy and stability of the
predictions, result fusion techniques can also be used in the
testing phase. This includes, but is not limited to, the fusion
of multi-scale predictions from the model itself, the fusion
of multiple predictions generated by the TTA, or even the
fusion of predictions from different models (e.g., models
with different hyper parameters or architectures). Selecting
the best prediction can be done either by calculating
the confidence score for each prediction, selecting the
prediction with the highest score, or by using more complex
fusion rules such as weighted averaging [34], [35] [36].

From Table 3, the test-time enhancement method
is the most effective, the sliding window method is the
second most effective, and the multi-scale testing method
is the worst. This may be due to the fact that the test-
time enhancement method can increase the diversity and
difficulty of the data, making the model more adaptable
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Table 3
Experimental Results

Mould Accuracy Recall
rate

F1
value

IOU

M 0.92 0.88 0.90 0.75

M + Sliding
Window Method

0.94 0.90 0.92 0.78

M + Multi-scale
test method

0.93 0.89 0.91 0.77

M + test-time
enhancement

0.95 0.91 0.93 0.79

to complex scene changes. The sliding window method can
avoid the effect of scaling or cropping of the image on the
segmentation effect, but it also increases the amount of
computation and time [37].

5. Conclusion

This paper investigated a deep learning-based method
for semantic segmentation and recognition of agricultural
robots, which provides technical support for scene
perception and understanding of agricultural robots.
In this paper, a large-scale and diversified agricultural
scene image dataset is constructed, covering a variety
of crop types, terrain features, seasonal changes, and
lighting conditions, and providing high-quality pixel-
level annotation information, which fills the gap in data
resources for the study of semantic segmentation of
agricultural images. A complete framework for semantic
segmentation and recognition of agricultural scenes based
on deep learning is proposed, covering all aspects from data
preprocessing to model design, training strategy selection
and evaluation index setting, which provides systematic
practical guidance for researchers in related fields. And
an innovative lightweight semantic segmentation network
is designed and implemented, which combines depth-
separable convolution and null convolution techniques
to effectively capture agricultural scene features at
different scales. In addition, we introduce a semantic
recognition module with an attention mechanism, which
can dynamically focus on and categorise key agricultural
targets, such as distinguishing crop species, judging growth
stages and pest and disease conditions, according to
the segmentation results, thus significantly improving the
accuracy and robustness of the recognition task. We
have conducted full experimental validation on a self-
constructed agricultural scene image dataset, and the
experimental results, which provides a strong technical
support for promoting agricultural robots to perform
accurate scene sensing and understanding.
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